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Abstract—Federated learning (FL) has been widely applied
to collaboratively train deep learning (DL) models on massive
end devices (i.e., clients). Due to the limited storage capacity
and high labeling cost, there are always insufficient data stored
and annotated on each client. Conversely, in cloud datacenters,
there exist large-scale unlabeled data, which are easy to collect
from public access (e.g., social media). Herein, upon the federated
semi-supervised learning (FSSL) technology, we propose the Ada-
FedSemi system, which leverages both on-device labeled data
and in-cloud unlabeled data to boost the performance of DL
models. Given the limited communication and massive quantity
of the clients, in each training round, we decide to select partial
clients to participate in FL, and their local models are aggregated
by the parameter server (PS) to produce pseudo-labels for
the unlabeled data, which are utilized to enhance the global
model. Considering that the number of participating clients
and the quality of pseudo-labels will have a significant impact
on the training performance (e.g., efficiency and accuracy), we
introduce a multi-armed bandit (MAB) based online algorithm
to adaptively determine the participating fraction and confidence
threshold during federated model training. Extensive experiments
on benchmark models and datasets show that, given the same
resource budget, the model trained by Ada-FedSemi achieves 3%-
14.8% higher test accuracy than that of the baseline methods.
Besides, when achieving the same test accuracy, Ada-FedSemi
saves up to 48% training cost, compared with the baselines.

Index Terms—Edge Computing, Federated Learning, Semi-
supervised Learning, Pseudo-labeling.

I. INTRODUCTION

With the considerable development of deep learning (DL)
in recent years, more and more AI applications are penetrating
our daily life, such as smart transportation [1], virtual reality
[2] and intelligent assistants [3]. In order to utilize data
generated at the network edge without possible leakage of
personal privacy, federated learning (FL) [4] is proposed to
collaboratively train DL models on massive end devices with
the aid of parameter servers (PS). In FL, end devices (i.e.,
clients) keep their data locally during training and only upload
local models to the PS periodically for global aggregation [5].
Then, the PS broadcasts the global model back to clients, and
the interaction procedure will last until the model converges.

The most existing works of FL concentrate on training effi-
ciency and assume sufficient labeled data on clients. However,
due to the high labeling cost or lack of expert knowledge for
annotation, the scale of labeled data on each client may be
small [6]. Although some simple labels on mobile phones

can be obtained automatically (e.g., location of landscape
photos) [7], other valuable labels need to be annotated by
users or domain experts manually (e.g., age and gender labels
of face images or morphologic features of pathology images)
[8]. Since the strong performance of DL models is largely
attributed to the availability of abundant data (especially the
labeled data), the insufficient labeled data on clients may
introduce overfitting to the DL models [9]. On the contrary,
there are various other data sources (e.g., social networks
[10]) continuously generating different types of unlabeled data,
including text, images, videos and so on [11], which are
collected and stored in cloud datacenters. For example, the
large-scale WebVision Database [12] consists of 2.4 million
web images crawled from the Internet, and the image labels
are always missing or contain errors [13].

To fully utilize both labeled and unlabeled data in FL, a
new technology of federated semi-supervised learning (FSSL)
has been proposed [14]. Long et al. [15] and Jeong et al.
[14] assume the (labeled and unlabeled) data are already on
clients, while some works [16], [17] distribute unlabeled data
from the cloud to clients and then implement FSSL using
the mixed data on clients. However, limited by the storage
capacity of clients, the data size on clients is much smaller
than that in cloud, which restricts the performance boost
of DL models. Besides, delivering additional data from the
cloud to clients will incur a large amount of communication
cost and also increase computation overhead for the resource-
constrained clients. Instead, in works [18], [19], the PS first
collects local models from all clients as teacher models, and
then produces pseudo-labels for the in-cloud unlabeled data in
terms of the teachers’ predictions. Subsequently, the pseudo-
labeled data are exploited to improve the trained model. How-
ever, since they adopt all pseudo-labeled data in the training
without considering the quality of pseudo-labels, there may be
many incorrect labels, which will lead to noisy training [20].
Moreover, given the massive quantity of the clients, collecting
local models from all the clients will result in extremely high
communication cost, which is infeasible for FL systems.

In this paper, we consider a practical FL scenario where
there are limited labeled data on clients and large-scale
unlabeled data in cloud, and the clients are equipped with
limited computation, communication and storage resource.
We fuse FL and semi-supervised learning, and leverage both
the on-device labeled data and in-cloud unlabeled data to
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better boost the performance of DL models, even when the
labeled data are not independent and identically distributed
(non-IID) across clients. During FL training, the quality of
pseudo-labels (depicted as confidence) is low at the early stage
and increases gradually as the training progresses [20]. If a
large number of low-confidence pseudo-labels are adopted, the
training performance will be significantly degraded, resulting
in poor generalization and resource waste. Besides, the number
of participating clients (referred as participating fraction) has
an impact on training cost, including time and communication.
With the increasing participating fraction, the communication
cost will increase and the time will be shorten when achieving
the same accuracy [21]. Note that different FL tasks usually
have various preferences towards communication cost and time
cost, and their preferences may change over time during the
training process. For example, time-critical tasks (e.g., search-
and-rescue tasks) always require fast convergence while other
less urgent tasks in cellular network may expect small traffic
consumption. Therefore, the approaches [21], [22] with fixed
strategies can barely achieve satisfactory training performance.

To improve training efficiency as well as model accuracy, we
propose an adaptive FSSL system termed Ada-FedSemi, which
employs a multi-armed bandit (MAB) based online learning
algorithm to adaptively determine the participating fraction
(i.e., P ) and confidence threshold (i.e., C) in terms of the
resource budgets and cost preferences. Most prior researches
of semi-supervised learning concentrate on achieving the state-
of-the-art model accuracy but ignore training efficiency [23].
Instead, our paper concentrates on the trade-off between model
performance and training cost, which is an important issue
in practical distributed systems such as an FL system [24],
[25]. The main contributions of this paper are summarized as
follows:

• Considering the constrained computation and communi-
cation resource of clients at the network edge, we propose
to exploit limited on-device labeled data and large-scale
in-cloud unlabeled data to boost the training performance
of FL in a semi-supervised way.

• To adapt to different cost preferences of FL tasks, we
present a multi-armed bandit based online algorithm to
adaptively determine the participation fraction of clients
and pseudo-labeling confidence threshold for federated
model training (i.e., Ada-FedSemi) to improve training
efficiency and model accuracy.

• We develop an FL hardware prototype system and con-
duct extensive experiments on benchmark models and
datasets. The experimental results demonstrate that, (i)
given the same resource budget, Ada-FedSemi can im-
prove test accuracy by 3%-14.8%, (ii) when achieving
the same test accuracy, Ada-FedSemi saves up to 48%
training cost, compared with the baseline methods.

The rest of the paper is organized as follows. Section
II introduces the adaptive FSSL system and formulates the
optimization problem. Section III describes the MAB based
online algorithm. The experimental evaluation is presented in
Section IV. Section V reviews some related works and Section
VI gives the conclusions.

TABLE I: Summary of some important notations.

Notation Meaning (at round k)
V set of clients V = {v1, v2, . . . , vM}
Vk set of clients participating at round k
DL labeled dataset across clients
DU in-cloud unlabeled dataset
Dk,U selected unlabeled data for training
ŷj one-hot pseudo-label for the j-th unlabeled data
aj confidence of the pseudo-label ŷj
Pk participating fraction of clients
Ck confidence threshold for pseudo-labels
tk,m time cost of client vm
tk,p time cost of the PS
tk total time cost
W communication cost of delivering a local model
bk total communication cost
α bias factor for cost preference

Φk weighted cost

II. SYSTEM DESCRIPTION AND PROBLEM DEFINITION

In this section, we first introduce the FSSL system and the
main training procedure of Ada-FedSemi. Then, we conduct
several experiments to show the motivation of utilization of
unlabeled data and further present the impact of participating
fraction as well as confidence threshold. Finally, we formally
describe the problem to be solved in this paper. For ease of
expression, we list some important notations in Table I.

A. System Description for FSSL

An FSSL system usually includes a parameter server (PS)
and a set of M distributed clients (e.g., IoT devices and edge
nodes) V = {v1, v2, . . . , vM}, which collaboratively train DL
models over the networks. Each client vm ∈ V trains a local
model on its own private dataset Dm with Nm labeled data,
and only needs to synchronize model parameters with the
PS rather than sharing the original data, which prevents the
exposure of personal privacy.

Let D = DL ∪ DU denote the whole training dataset,
where DL = D1,L ∪D2,L ∪ · · · ∪ DM,L is the labeled dataset
distributed across clients and DU is the unlabeled dataset
collected in the cloud. For the sake of description, we assume
that there is no intersection between local datasets. Thus, there
are NL =

∑M
m=1Nm data samples in DL = {(xi, yi)}NL

i=1,
where xi is the features of the i-th data sample and yi =
[yi,1, . . . , yi,Q] ∈ {0, 1}Q is a one-hot label, and Q is the
total number of classes. yi,q = 1, q ∈ [1, Q] means that the
data sample xi belongs to class q. For the unlabeled dataset,
there are NU data samples in DU = {xj}NU

j=1, which lack the
ground-truth labels. Let F (w, x, y) denote the loss function
over the data (x, y) and w ∈ Rd is the model parameter with
d dimensions. When considering FL on labeled local data, for
each client vm, its local loss function is defined as:

fm(w) = min
w∈Rd

E(x,y)∼Dm
F (w, x, y). (1)

In order to utilize unlabeled data during the model training,
pseudo-labeling is a general and efficient method [20], [26],
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Fig. 1: System workflow of Ada-FedSemi.

in which there are two alternating steps, including training
and labeling. In the training step, models are trained on both
labeled and pseudo-labeled data, which is similar to traditional
supervised learning but has different loss functions. In the
labeling step, a trained model, also called teacher model,
is used to produce predictions for unlabeled data. For a
certain data sample xj , the prediction by the teacher model
is pj = [pj,1, . . . , pj,Q] ∈ [0, 1]Q and

∑Q
q=1 pj,q = 1. The

pseudo-label ŷj of sample xj is defined as:
ŷj = argmax

q
pj,q. (2)

When the model is trained on unlabeled data, the pseudo-
labels are treated as their training targets. Therefore, the FSSL
system aims to optimize the following objective function on
both labeled and unlabeled datasets:

f∗ := min
w∈Rd

E(x,y)∼DL
F (w, x, y)

+ E(x,ŷ)∼DU
F (w, x, ŷ). (3)

B. System Workflow of Ada-FedSemi

In Ada-FedSemi, the model will be trained on both on-
device labeled data and in-cloud unlabeled data iteratively.
Fig. 1 illustrates the workflow of the proposed Ada-FedSemi
system. We consider the more effective synchronous FL
training scheme, since the secure aggregation and differential
privacy techniques applied in FL usually require synchronous
operations [27] and the convergence of asynchronous training
algorithms may not be guaranteed [28]. The process involves
many training rounds, and at each round k, it mainly consists
of the following four steps:

(1) Model Broadcast and Local Updating. In this step, the
PS selects a fraction of clients (let Pk denote the participating
fraction and Vk denote the set of selected clients at round k),
and broadcasts the global model wk to them. Most researches
[4], [29]–[31] select specific clients based on a predefined
Pk. In general, larger fractions lead to faster convergence but
result in more traffic consumption, and vice versa [21]. Thus,
considering the properties of FL tasks and the limited resource
in the distributed data system, our algorithm concentrates on

determining Pk. With a determined Pk, randomly selecting
clients is an intuitive and efficient way to ensure that the
global model can learn from different knowledge since data
are always non-IID across clients in FL [4], [21], [29]. Nev-
ertheless, some other advanced client selection strategies [30],
[31] can be applied regarding the value of Pk derived from
our algorithm, which may further improve the performance of
FL but with a higher cost for selecting specific clients.

For each selected client vm, it first initializes wk,m(0) =
wk and then performs local updating on its local dataset by
stochastic gradient descent (SGD) [32]:

wk,m(τ ′ + 1) = wk,m(τ ′)− ηk∇fm(wk,m(τ ′)), (4)
where ηk is the learning rate, ∇fm(wk,m(τ ′)) is the stochastic
gradient, τ ′ ∈ [0, τ) and τ is the number of local updating.
Finally, client vm gets its updated model wk,m.

(2) Model Uploading and Global Aggregation. After
finishing local updating, clients in Vk upload their local models
to the PS, and the PS aggregates these models based on the
number of data samples in their local datasets as follows:

wk+ 1
2

=

∑
vm∈Vk Nmwk,m∑

vm∈Vk Nm
, (5)

where wk+ 1
2

is referred as the intermediate model. Then, the
teacher model is updated by the intermediate model, which
will be elaborated in Section III.

(3) Pseudo-labels Generation and Selection. At the PS,
in terms of the teacher model, we make predictions for the
unlabeled data and then generate pseudo-labels. Since ŷj
may not be the ground-truth label, we need to estimate the
confidence of the pseudo-labels, which indicates how likely a
pseudo-label is true. Specifically, we regard the probability of
label ŷj in the prediction as its confidence [23]:

aj = max
q
pj,q. (6)

Generally, high-confidence pseudo-labels are more likely to be
the ground-truth labels and vise versa.

To mitigate data noise introduced by pseudo-labeling, at
round k, we only train the model on the high-confidence
pseudo-labeled data samples, whose confidence aj is over a
threshold Ck [33].

(4) Semi-supervised Model Training. The intermediate
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model derived from the aggregation of local models may
suffer from poor generalization, since the local models can
easily overfit to the insufficient on-device labeled data [9].
Thus, we expect to improve the model’s generalization ability
by learning additional knowledge from the massive in-cloud
unlabeled data. Specifically, the intermediate model in step
(2) is further trained on pseudo-labeled data at the PS in a
semi-supervised way:

wk+1 = wk+ 1
2
− ηk∇fs(wk+ 1

2
), (7)

where fs(w) = E(x,ŷ)∼Dk,U
F (w, x, ŷ) and Dk,U =

{(xj , ŷj)|xj ∈ DUand aj > Ck} is the high-confidence
pseudo-labeled dataset. As a result, the global model wk+1

trained on both labeled and unlabeled data is obtained. These
four steps are executed repeatedly until the model converges.

C. Motivation for the Design of Ada-FedSemi

In this section, we conduct several sets of experiments to
present the motivation of federated model training with the
mixture of labeled and unlabeled data (Figs. 2-3), and analyze
the impacts of participating fraction (i.e., P ) and confidence
threshold (i.e., C) (Figs. 4-5) on training performance. For
the sake of simplicity, P and C without subscript are used to
indicate that their values keep fixed during the training. We
train VGG9 models for 600 rounds on the benchmark dataset
CIFAR10 with 20 clients, and the details of experiments are
introduced in Section IV.

We begin with experiments on labeled datasets with dif-
ferent scale and an unlabeled dataset. The first experiment
involves 10,000 labeled data samples and 40,000 unlabeled
data samples, while the second and the third experiments
separately involve 20,000 and 10,000 labeled data samples
without unlabeled data. The confidence threshold for pseudo-
labeling is set as 0.8. We present their test accuracy and
training loss in Figs. 2 and 3, respectively. In Fig. 2, with
the increasing number of labeled data from 10,000 to 20,000,
the performance of the trained model is improved significantly.
Since obtaining the ground truth labels of data is always costly,
we find that utilizing the unlabeled data can also achieve higher
test accuracy, compared with training only on labeled data.
This motivates us to exploit massive in-cloud unlabeled data
when the scale of labeled data is limited.

However, in Fig. 3, we observe that the trend of training
loss is not consistent with that of test accuracy. For example,
given the same scale of labeled data, the model trained with

additional unlabeled data achieves worse training loss but
higher test accuracy. Since the ultimate goal of model training
is to make predictions for unseen data, training loss is not a
good metric to measure the performance of a trained model.
Instead, we should adopt a validation dataset to evaluate the
training model and guide the decisions of P and C.

Moreover, we conduct another set of experiments on 10,000
labeled data to analyze the impacts of P and C on training
performance. In Fig. 4, we present the time cost and commu-
nication cost to achieve 60% accuracy given different values
of P . When achieving the same test accuracy, larger P always
leads to faster convergence but results in more communication
cost. Thus, we should determine P carefully to balance the
trade-off between training cost and model accuracy regarding
the desired cost preference.

Furthermore, we conduct experiments with different values
of P and C to analyze their combined influence. Note that
C = 1.0 means the model is only trained on labeled data
since the confidence of pseudo-labels cannot exceed 1.0. The
results are shown in Fig. 5, where the missing test accuracy
indicates the model fails to converge given the corresponding
values of P and C. We observe that, with small P (e.g., 0.1),
the test accuracy is more sensitive to the changes of C than that
with large P (e.g., 0.2 and 1.0). For example, when training
with P = 0.1 and C ≤ 0.98, the test accuracy degrades
from 69.4% (C = 0.98) to 51.8% (C = 0.9), and the model
fails to converge when C ≤ 0.9. Conversely, when all clients
participate in the training (i.e., P = 1.0), the test accuracy is
more robust to the change of C. This set of experiments shows
that the values of P and C should be optimized simultaneously
so as to achieve satisfactory model accuracy.

D. Problem Definition

The above experiments show the effectiveness of utilization
of unlabeled data as well as impacts of two critical parameters,
i.e., P and C. The value of P determines how many clients
will be included in the federated model training and also
controls the scale of labeled dataset. Meanwhile, the value
of C determines how many pseudo-labeled data are adopted
to train the model, i.e., the scale of unlabeled dataset. The
optimization of these two parameters will have a significant
impact on model performance and training cost. We formally
describe the problem in the following.

In FL systems, the clients are usually equipped with limited
and heterogeneous capabilities of computation and commu-
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nication. Let tk,m denote the time cost of client vm at
round k, which includes the time for model broadcasting,
updating and uploading. Since the operations of computation
and communication at clients can be executed in parallel, the
time cost of clients depends on the slowest participating client
(i.e., the straggler). Thus, the time cost at round k can be
calculated as:

tk = max
vm∈Vk

{tk,m}+ tk,p, (8)

where tk,p = tp|Dk,U | is the time cost for model training
on the in-cloud pseudo-labeled data, and tp is the time for
processing a single data sample at the PS. We ignore the time
cost for generating pseudo-labels, which will be elaborated in
Section III.

Since the clients are usually connected with the PS via
cellular network, with the increasing number of participating
clients, the network may get congested and the communication
cost will increase. Given the size, i.e., W , of the local model
(it is reasonable to assume that the sizes of local models across
different clients are the same), the total communication cost
can be expressed as:

bk = dPkMeW, (9)
where dPkMe is the number of participating clients at round
k. As shown in Fig. 4 and also demonstrated in the work
[21], more communication cost usually leads to faster model
convergence, i.e., less time cost, and vice versa. Considering
that different FL tasks have diverse cost preferences (e.g.,
fast convergence or low communication cost), we consider the
weighted cost of the both as in [21]:

Φk = αtk + (1− α)bk, (10)
where α ∈ [0, 1] is the bias factor to adjust the preference
towards time cost and communication cost. α = 0 means that
only the communication cost is taken into consideration while
α = 1 indicates that the model is expected to converge as
fast as possible without considering communication cost. Note
that the setting of cost preference is based on the properties
of FL tasks [21]. For example, in a cellular network, traffic
consumption is probably the main concern for the clients
participating in FL. In contrast, in a search-and-rescue task
which aims to collaboratively learn a search scheme as quickly
as possible, achieving timely result would be the first priority.
Thus, the cost preferences are mainly determined by the
requirements of FL tasks and our algorithm can adapt to
different cost preferences online, which is demonstrated in
Section IV.

In the most prior works [32], [34], the optimization objective
of model training aims to minimize the loss function over
training data, i.e., the objective defined in Eq. (3). However,
as demonstrated in Section II-C, training loss fails to exactly
evaluate the prediction ability of the model on unseen data
(i.e., generalization ability), especially when the scale of
training dataset is varying. Instead, the validation dataset can
be used to provide an unbiased evaluation of the model during
the training [35]. The main difference between test dataset
and validation dataset is that the test dataset can be dropped
without affecting the model training while the validation
dataset is used to guide the training process, e.g., the decision
of Pk and Ck in this paper. At round k, we denote the accuracy

of the global model on the validation dataset as uk.
As stated in Section II-C, Pk and Ck have a significant

impact on the performance of model training and need to be
judiciously determined. As a result, the optimization problem
is formulated as follows:

min
Pk,Ck,K

K∑
k=1

αtk + (1− α)bk (11)

s.t.


uK ≥ ε,∑K
k=1 tk ≤ T,∑K
k=1 bk ≤ B,

Pk, Ck ∈ [0, 1],∀k,

where ε is the target accuracy on validation dataset. T and B
are the time and communication budgets for federated model
training, respectively.

III. ALGORITHM DESCRIPTION

Since Pk and Ck play an important role in the model
training, we propose an adaptive federated semi-supervised
learning system (termed as Ada-FedSemi) to utilize both on-
device labeled data and in-cloud unlabeled data efficiently.
Specifically, given the desired cost preference and limited
resource budgets, Ada-FedSemi employs a multi-arm bandit
(MAB) based online algorithm to adaptively determine the
participating fraction (i.e., Pk) of clients and the confidence
threshold (i.e., Ck) of pseudo-labels at each round.

A. Overall Training Process of Ada-FedSemi

The overall training process of Ada-FedSemi is described in
Alg. 1. Our goal is to achieve the target model accuracy while
minimizing training cost. At round k, based on the value of Pk,
the PS first randomly selects a subset of clients to participate
in FL, and then aggregates the local models to derive the
intermediate model wk+ 1

2
at the end of local updating (Line 4-

7). On the basis of the intermediate model, the teacher model
w̃k is updated (Line 8).

As suggested in [36], averaging the models across different
rounds can generate a more accurate and reliable model than
directly using the latest model. This is because models tend
to forget past learned knowledge and fit the recent training
data [37]. For example, at a certain round, if only one client
is chosen to participate in the federated model training and
the data on that client is highly skewed, e.g., all data belong
to only one class, the trained model will prefer to classify
the input data as that class. Thus, we adopt the exponential
moving average of the intermediate models across rounds as
the teacher model, which is updated as follows and can achieve
reliable performance improvement:

w̃k = γwk+ 1
2

+ (1− γ)w̃k−1, (12)
where γ ∈ (0, 1]. Unlike some existing methods, where
the teacher is a well-trained model, our teacher model will
be gradually improved during the training process without
incurring additional training cost [36].

Subsequently, the teacher model w̃k is used to generate
pseudo-labels for unlabeled data (Line 9-10). As generating
predictions for massive unlabeled data is time-consuming,
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we propose two strategies to reduce the cost for pseudo-
labeling. (1) Pseudo-labeling can be executed periodically
(e.g., every R rounds) since the prediction ability of the teacher
model will not improve significantly in several successive
rounds. Furthermore, (2) pseudo-labeling can be performed in
parallel with other steps like model training, broadcasting and
uploading. As a result, the time cost of pseudo-labeling can
be ignored. In terms of the threshold Ck, we select the high-
confidence pseudo-labeled data, upon which the intermediate
model is further trained to produce the global model wk+1 for
next round (Line 11-12).

Since it is inevitable to generate incorrect pseudo-labels for
unlabeled data, the model trained on these data will accu-
mulate errors (also known as confirmation bias) [38]. In other
words, the model keeps learning from incorrect pseudo-labels,
and thereby the confidence of wrong predictions by the model
continuously increases. In order to prevent error accumulation,
we propose to adjust the learning rate periodically (Line 13).
Specifically, we use the cosine anneal learning rate [39] to
schedule the training process, which can help models jump out
of local optimum and explore other regions [40]. Concretely,
the learning rate is scheduled as follows:

ηk = ηmin +
1

2
(ηmax − ηmin)(1 + cos(

k mod K̃
K̃

π)), (13)

where ηmin and ηmax are the minimum and the maximum
learning rates, respectively. K̃ is the restart interval and k
is the current training round. In each interval, the learning
rate is initialized as ηmax at the beginning and then gradually
decreased to ηmin. As a result, models trained with the trick
of learning rate restart always achieve better accuracy as
demonstrated in Section IV.

B. MAB based Decision Making

To adapt to system dynamics and different cost preferences,
we need to adaptively determine the values of Pk+1 and
Ck+1 (Line 14-17 of Alg. 1). As shown in Section II-C,
more participating clients (i.e., larger P ) always contribute
to higher model accuracy but also result in more training
cost. Besides, with the increasing value of C, the number
of selected data decreases and the quality of pseudo-labels
increases, since the high-confidence pseudo-labels are more
likely to be the ground-truth labels in comparison to the
low-confidence pseudo-labels. Moreover, the values of P and
C are demonstrated to have an impact on each other. With
more clients participating in FL (i.e., larger P ), the quality of
predictions by the teacher model will increase and thus the
number of errors in pseudo-labels will be reduced, which will
affect the decision of C. Therefore, P and C are expected to
get optimized simultaneously.

However, due to the complex influence factors of federated
model training (e.g., model architecture, datasets, optimizer
and number of clients), it is infeasible to obtain the optimal
values of P and C in advance of the training. Therefore, we
propose a multi-armed bandit (MAB) based online learning
algorithm to determine P and C without any prior knowledge
of the FL system. In each round, the MAB algorithm chooses
an action, i.e., arm, from an action set and collects a reward.

Algorithm 1 Training Process of Ada-FedSemi

Input: Client sets V with their on-device data and in-cloud
unlabeled data

Output: The well-trained model w

1: Initialize MAB agents with action sets SP and SC , global
model wk, participating fraction Pk, confidence threshold
Ck, update interval R, target accuracy ε, current accuracy
uk = 0, k = 1

2: while uk < ε do
3: Processing at the Parameter Server
4: Select dPkMe clients into the set Vk randomly
5: Broadcast wk to vm ∈ Vk
6: Collect local models wk,m,∀vm ∈ Vk
7: Obtain the intermediate model wk+ 1

2
as Eq. (5)

8: Update the teacher model w̃k as Eq. (12)
9: if k mod R = 0 then

10: Update pseudo-labels of unlabeled data
11: Select pseudo-labeled data into Dk,U based on Ck
12: Train wk+ 1

2
on Dk,U as Eq. (7), and obtain wk+1

13: Adjust learning rate ηk as Eq. (13)
14: Validate wk+ 1

2
and record the accuracy as uk,P

15: Validate wk+1 and record the accuracy as uk,C
16: Calculate the change of accuracy ∆uk,P and ∆uk,C
17: Update MAB agents, and determine Pk+1 and Ck+1

18: uk = uk,C , k = k + 1
19: Processing on Each Client vm
20: if Receive wk from the PS then
21: Update the local model as Eq. (4)
22: Upload the trained model wk,m

Then, based on the action decisions and the corresponding
rewards across different rounds, the strategies for choosing
actions are updated.

We take the optimization problem in Eq. (11) as a classic
MAB problem, where the values of P and C can be regarded
as actions. The MAB algorithm is originally developed for
discrete decision spaces. However, the values of P and C are
continuous, which are within [0, 1]. Thus, we need to partition
the continuous decision space into discrete action sets SP and
SC , respectively. In fact, the decision space can be further
zoomed in to focus on a much smaller range. For example,
in Fig. 5, we find that the test accuracy of the trained model
always decreases when the value of C is below 0.8. Therefore,
we only consider the decision space of C in the range of 0.8
to 1.0. The decision making process of our MAB algorithm is
summarized in Alg. 2. In each round, the MAB agent at the
PS first makes the decision about which action is performed
and then obtains a reward in response to the action (Line 3-4).
According to the rewards, the MAB agent updates probabilities
for the corresponding actions (Line 5-6).

We adopt a validation dataset to evaluate the accuracy of
the trained models and calculate the rewards (i.e., accuracy
improvement) of different actions. At round k, we denote the
accuracy of the models wk+ 1

2
and wk+1 as uk,P and uk,C ,

respectively. The accuracy improvement of the two models is
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∆uk,P and ∆uk,C :
∆uk,P = uk,P − uk−1,C , (14)
∆uk,C = uk,C − uk,P . (15)

Since the intermediate model wk+ 1
2

is aggregated from local
models, we recognize the improvement of this model, i.e.,
∆uk,P , as the outcome of the decision of Pk. Meanwhile,
the model wk+1 is trained on the pseudo-labeled data selected
by Ck, and thus we recognize ∆uk,C as the outcome of the
decision of Ck. Since the algorithm for determining Pk and
Ck is the same, we use ∆uk and S for simplicity to introduce
our algorithm in the following. We define the reward of the
decision at round k as follows:

rk =

{
∆uk

Φk
, if ∆uk ≥ 0,

∆uk · Φk, otherwise.
(16)

As the reward design is the key to the success of MAB
algorithms [41], herein, we explain the rationality of the
reward function. The intuition of our reward design has two
folds and the goals of the two-fold reward functions are consis-
tent, i.e., improving the model performance in a cost-efficient
way. (1) When achieving the same accuracy improvement
(i.e., ∆uk ≥ 0), the decisions which consume less training
cost should be given higher rewards. In another word, we
expect high accuracy improvement and small training cost. (2)
While some inappropriate actions may degrade accuracy, i.e.,
∆uk < 0, and we still use ∆uk/Φk as the reward, a smaller
training cost Φk will lead to a higher penalty (penalty means
negative reward). This is not consistent with our design goal,
i.e., efficient training. Thus, in case of ∆uk < 0, we denote
∆uk · Φk as the reward.

Traditional MAB algorithms estimate the actual reward of
an action by averaging its received rewards across rounds.
However, in this paper, the reward distribution of actions is
not identical across different rounds. Firstly, the improvement
speed of model accuracy is not the same during the training
process. In general, the increase of model accuracy is fast at
the beginning of the training and becomes slow as training
progresses. Besides, the optimal decision may change over
time since the quality of pseudo-labels will improve and the
cost preference may vary during the training. Therefore, this
is a non-stationary MAB problem [42], and it is not rational
to simply average rewards of each action across rounds as
traditional MAB algorithms do. Instead, we concentrate more
on the recent rewards which are assigned with larger weights,
and gradually decay the weights for the past rewards [43]. At
round k, for each action a in the action set S, its estimated
reward r̂k,a is calculated as follows:

r̂k,a =

{
r̂k−1,a + β(rk − r̂k−1,a) , if ak = a,

r̂k−1,a, otherwise,
(17)

where β ∈ (0, 1] is the decay factor and ak is the action chosen
for round k.

Thus, the goal of our MAB algorithm is to maximize
the total received rewards via a judicious trade-off between
exploration and exploitation. Exploitation means pulling the
best action known so far while exploration aims to explore
different actions to find better solutions. Specifically, we adopt
the Boltzmann exploration strategy [44], which is wildly used

Algorithm 2 MAB Agent

1: Action set S and r̂k,a, pk,a for each action
2: for round k ∈ {1, . . . ,K} do
3: Select an action based on the probability pk,a,∀a ∈ S
4: Receive the reward rk based on Eq. (16)
5: Update estimated rewards r̂k,a as Eq. (17)
6: Calculate the probability pk,a of action as Eq. (18)

for balancing exploration and exploitation. The probability of
choosing action a ∈ S at round k is calculated as follows:

pk,a =
eψr̂k,a∑

a′∈S e
ψr̂k,a′

. (18)

Particularly, with ψ = 0, the actions are uniformly chosen
all the time, while ψ → ∞ means that the MAB agent will
always output the action with the highest reward without any
exploration.

IV. EXPERIMENTAL EVALUATION

A. System Platform

We evaluate the performance of Ada-FedSemi through
extensive experiments on an FL hardware prototype system.
Specifically, an AMAX deep learning workstation, which
is equipped with an Intel(R) Core(TM) i9-10900X CPU, 4
NVIDIA GeForce RTX 2080Ti GPUs and 128 GB RAM,
is applied to serve as the PS. Besides, 20 NVIDIA Jetson
TX2 developer kits are specified as the clients. The PS and
clients are connected via a Wi-Fi router. The implementation
for model training is based on the PyTorch deep learning
framework [45], and we use the socket library of Python to
build up the communication between clients and the PS.

B. Setup of Experiments

Datasets and Models: We use two benchmark datasets, i.e.,
CIFAR10 [46] and SVHN [47], which are commonly adopted
in semi-supervised learning [18]–[20], [52], to evaluate the
performance of Ada-FedSemi and baselines:
• CIFAR10: It contains 60,000 color images labeled in 10

classes with 6,000 samples per class. By default, we split
the whole dataset into four datasets: i) labeled training
dataset with 10,000 samples, ii) unlabeled training dataset
with 40,000 samples whose labels are discarded, iii)
validation dataset with 2,000 samples, and iv) test dataset
with 8,000 samples.

• SVHN: There are 73,257 digits for training, 26,032 digits
for testing, and 531,131 additional data, which are labeled
in 10 classes. By default, 5% of training data, i.e., 3,660
digits, are distributed to clients as labeled data. 20,000
and 6,032 digits in testing dataset are used for testing
and validation, respectively. The rest digits in the training
dataset and additional dataset are all placed at the PS as
unlabeled data. As a result, there are 600,728 unlabeled
samples at the PS.

Since data are not always distributed uniformly across
clients at the network edge, we will analyze training perfor-
mance under both IID and non-IID settings. (1) In the IID
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TABLE II: Performance metrics of FedSemi-P -C and FedAvg-P (i.e., FedSemi-P -1.0) on CIFAR10.

(a) Test accuracy (%)

C
P

0.1 0.2 0.5 1.0

0.6 - - 74.7 75.9
0.7 - 80.3 77.4 82.9
0.8 - 81.4 82.7 83.4
0.9 69.7 82.0 83.3 83.1

0.95 74.4 81.5 81.9 81.5
0.98 77.6 79.2 81.4 80.6
1.0 75.0 75.2 75.5 75.6

(b) Time cost (min) for accuracy of 75%

C
P

0.1 0.2 0.5 1.0

0.6 - - - 419
0.7 - 382 312 251
0.8 - 311 240 196
0.9 - 296 199 186
0.95 - 247 211 190
0.98 356 296 221 194
1.0 395 346 326 314

(c) Comm. cost (GB) for accuracy of 75%

C
P

0.1 0.2 0.5 1.0

0.6 - - - 355
0.7 - 68 139 226
0.8 - 58 113 186
0.9 - 57 98 183

0.95 - 49 103 187
0.98 36 59 108 194
1.0 41 72 169 324

TABLE III: Performance metrics of FedSemi-P -C and FedAvg-P (i.e., FedSemi-P -1.0) on SVHN.

(a) Test accuracy (%)

C
P

0.1 0.2 0.5 1.0

0.7 62.8 80.3 80.7 81.7
0.75 64.3 81.1 81.3 82.1
0.8 67.5 81.7 81.9 83.3

0.85 68.8 82.4 83.3 84.5
0.9 69.4 82.7 82.1 82.7

0.95 72.8 80.5 81.4 81.2
1.0 70.3 80.6 81.0 81.5

(b) Time cost (min) for accuracy of 75%

C
P

0.1 0.2 0.5 1.0

0.7 - 63 52 31
0.75 - 59 46 27
0.8 - 54 43 25
0.85 - 52 37 23
0.9 - 51 41 27
0.95 - 59 45 28
1.0 - 58 43 28

(c) Comm. cost (GB) for accuracy of 75%

C
P

0.1 0.2 0.5 1.0

0.7 - 0.77 1.21 2.07
0.75 - 0.71 1.12 1.94
0.8 - 0.69 1.09 1.76

0.85 - 0.64 1.02 1.69
0.9 - 0.59 1.08 1.81

0.95 - 0.76 1.13 2.20
1.0 - 0.76 1.15 2.04

TABLE IV: Optimal combination of P and C with different cost
preferences (α) on CIFAR10.

Range of α (×0.1) [0, 1.07) [1.07, 5.06) [5.06, 8.68) [8.68, 10]
Optimal P and C (0.1, 0.98) (0.2, 0.95) (0.5, 0.9) (1.0, 0.9)

TABLE V: Optimal combination of P and C with
different cost preferences (α) on SVHN.

Range of α (×0.01) [0, 2.98) [2.98, 4.57) [4.57, 100]
Optimal P and C (0.2, 0.9) (0.5, 0.85) (1.0, 0.85)

setting, all labeled data are uniformly distributed to clients.
(2) In the non-IID setting, as in [30], a fraction (ζ) of data
samples assigned to a client belong to a certain class and
the remaining data samples belong to other classes, which is
denoted as non-IID-ζ. By default, the data distributions of
CIFAR10 and SVHN are both non-IID-0.5.

For CIFAR10, we train a VGG9 model [48] with 3.49M
parameters while a lightweight CNN model with 0.54M pa-
rameters is trained on SVHN. Besides, the SGD-momentum
optimizer is adopted in our experiments to optimize models,
and the momentum is set as 0.9. The restart interval for
learning rate is set as 100. The maximum and minimum
learning rates are set as 0.05 and 0.0001, respectively.

Baselines: We compare our proposed system with the
following baselines.
• FedSemi [18], [19]: In FedSemi, the in-cloud unlabeled

data and on-device labeled data are used to train models
in a semi-supervised way. However, the two critical
parameters, i.e., P and C, are fixed during the training.
Given different combinations of P and C, we denote the
baselines as FedSemi-P -C, e.g., FedSemi-0.5-0.9.

• FedAvg [4]: In FedAvg, only labeled data on clients are
utilized to train models, and thus there is only one critical
parameter, i.e., P . We denote the FedAvg with different
P as FedAvg-P , e.g., FedAvg-0.2. Note that if the value

of C in FedSemi-P -C is set as 1.0 (i.e., FedSemi-P -
1.0), FedSemi-P -1.0 is equivalent to FedAvg-P , since
the confidence of pseudo-labels cannot exceed 1.0 and
none of the unlabeled data is selected. For ease of
presentation, we will use FedSemi-P -1.0 and FedAvg-P
interchangeably in the later experiments.

Performance Metrics: In the experiments, we employ the
following metrics to evaluate the performance of different FL
systems: (1) Test accuracy. In each round, we will evaluate the
global model on test dataset and record the accuracy. (2) Time
cost. We will record the time to achieve the target test accu-
racy on different FL systems. (3) Communication cost. The
communication cost for broadcasting and uploading models
is also recorded when achieving the target test accuracy. (4)
Weighted Cost. Based on the cost preference and Eq. (10),
we combine time cost and communication cost to derive the
weighted cost.

C. The Impacts of P and C

We first conduct experiments on the baselines with fixed P
and C to analyze the impacts of the two parameters. The time
budget of the training is set as 480min and 80min for CIFAR10
and SVHN, respectively, and the target test accuracy is set
as 75%. By default, in each round of SVHN, we randomly
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Fig. 7: Training cost on SVHN.

select 100,000 out of 600,728 unlabeled data to generate
pseudo-labels for training efficiency and we will analyze the
impact of the scale of unlabeled dataset in Section IV-F. The
experimental results on CIFAR10 and SVHN are presented in
Tables II and III, respectively.

From the perspective of test accuracy, the models trained on
both labeled and unlabeled data (i.e., FedSemi) can achieve
up to 7.8% accuracy improvement on CIFAR10 and 3.0%
accuracy improvement on SVHN, compared with the models
only trained on labeled dataset (i.e., FedAvg). However, we
observe that FedSemi with small C and/or small P suffers
from accuracy degradation (e.g., P = 0.1 and C ≤ 0.8 on
SVHN) and even fails to converge (e.g., FedSemi-0.1-0.8 on
CIFAR10). Given a small P , the models will only learns
knowledge from a small number of clients and labeled data,
and a small C will bring in many low-confidence pseudo-
labels during the training, which degrades the performance
of models. Besides, the values of P have influence on the
optimal values of C. For example, on CIFAR10, when all
clients participate in the FL training (i.e., P = 1.0), C = 0.8
achieves the highest test accuracy. However, when selecting
only 10% of clients (i.e., P = 0.1), C needs to be set as 0.98
to achieve the best accuracy. The reason lies in that the models
can learn more knowledge from the labeled data with the
increasing of P and thus generate pseudo-labels with higher
confidence. Thus, when using the same C, we can select more
samples with less errors from the pseudo-labeled data.

In terms of training cost, the time cost and communication
cost are usually contradictory. With the increasing number of
participating clients, the time to achieve the target accuracy

gets shorter and meanwhile the communication cost gets
higher. For example, when training models on SVHN using
FedAvg, with the value of P varying from 0.2 to 1.0, the time
cost to achieve 75% test accuracy decreases from 58min to
28min while the communication cost increases from 0.76GB
to 2.04GB. It is noteworthy that training on both labeled
and unlabeled data may not always achieve better training
efficiency, compared with training only on labeled dataset.
For example, on CIFAR10, FedSemi-1.0-0.6 spends 33% more
time cost and 10% more communication cost to achieve
the same target test accuracy in comparison to FedAvg-1.0.
This is because a large number of low-confidence pseudo-
labels mislead the optimization of model training and result
in resource waste.

In Tables II and III, we observe that a little extra time cost
can helps reduce the communication cost to a great extent in
some cases. For example, on CIFAR10, when C is set as 0.9,
the system with P = 0.5 spends 7% more time but saves
47% communication cost, compared with P = 1.0. Different
FL tasks always have different cost preferences. Some tasks
expect to converge fast without considering communication
cost while others may prefer to perform model training in
a communication-efficient way. As a result, these preferences
will lead to different optimal decision of P and C. We present
the optimal combination of P and C under different prefer-
ences in Tables IV and V. For example, on CIFAR10, when
the task prefers saving communication cost, i.e., α < 0.107,
the minimum weighted cost can be achieved with P = 0.1.
When the task is expected to converge fast (i.e., α ≥ 0.868),
all clients (i.e., P = 1.0) should participate in the training.
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Fig. 10: Training process of Ada-FedSemi and the baselines on different data distributions.

D. Performance Comparison

In this section, we compare the performance of Ada-
FedSemi and baselines. In Ada-FedSemi, the decision spaces
of P and C are set as [0.0, 1.0] and [0.8, 1.0], respectively,
and we evenly partition each of the two decision spaces
into 10 discrete values. By default, we set the preference
parameter α as 0.5 and 0.05 for the training on CIFAR10 and
SVHN, respectively. As indicated in Table IV, on CIFAR10,
P = 0.2 and 0.5 can achieve small weighted cost when
α = 0.5. Therefore, we choose FedAvg-0.2, FedAvg-0.5,
FedSemi-0.2-0.95 and FedSemi-0.5-0.9 as baselines. Similarly,
on SVHN, we take FedAvg-0.5, FedAvg-1.0, FedSemi-0.5-
0.85 and FedSemi-1.0-0.85 for comparison. When a system
cannot achieve the target test accuracy, its cost is set as the
maximum (i.e., the budgets are exhausted). For models trained
on CIFAR10 and SVHN, the time budget is set as 500min and
80min, respectively.

The time cost, communication cost and weighted cost of
Ada-FedSemi and the baselines for achieving the different test
accuracy are presented in Figs. 6-7. Although baselines with
fixed P and C may achieve the least time cost (i.e., P = 1.0 on
SVHN) or communication cost (i.e., P = 0.2 on CIFAR10)
in some cases, they cannot achieve the least weighted cost.
On the contrary, Ada-FedSemi can always achieve the least
weighted cost, indicating that Ada-FedSemi is able to balance
time cost and communication cost given the specific cost
preference. On CIFAR10, compared with FedAvg-P , Ada-
FedSemi can save 35% (P = 0.2) and 48% (P = 0.5)
weighted cost when achieving 75% test accuracy. Given the
80% test accuracy, Ada-FedSemi saves the weighted cost over
FedSemi-0.2-0.95 and FedSemi-0.5-0.9 by 22% and 14%.
However, FedAvg-P fails to achieve higher test accuracy (i.e.,
80%) without utilization of the in-cloud unlabeled data. On

SVHN, our algorithm saves 6%-25% weighted cost, compared
with different baselines.

Moreover, we conduct another set of experiments on CI-
FAR10 in the scenario where the FL tasks would like to
achieve an acceptable test accuracy with low time cost and
then further improve model performance in a communication-
efficient way. Specifically, we initially set α as 0.9 to ensure
fast convergence and when the test accuracy reaches 60%, α
is set as 0.1 to put more emphasis on communication cost.
The training process is terminated when the test accuracy
reaches 80%. The communication cost and time cost of the
two training phases are presented in Fig. 8.

In the first training phase, Ada-FedSemi achieves the least
time cost, resulting in the most communication cost since our
goal in this phase is fast convergence. In the second training
phase, our system results in similar communication cost with
FedSemi-0.2-0.95 and saves about 50% communication cost
in comparison to FedSemi-0.5-0.9. We further present the
distribution of the values of P in the two training phases.
As shown in Fig. 9, Ada-FedSemi always chooses the optimal
P (i.e., 0.6 in the first phase and 0.2 in the second phase) with
the high probability, which indicates that our system is able
to adaptively determine the optimal combination of P and C
even when the cost preference is varying over time.

E. Adaptability to Data Distribution

In this section, we conduct experiments to evaluate the
impact of data distributions. The models are trained on CI-
FAR10 with four different data distributions, i.e., IID, non-
IID-0.5, non-IID-0.6 and non-IID-0.75. We take FedSemi-0.2-
0.95, FedSemi-0.5-0.9 and FedAvg-1.0 for comparison. The
time budget is set as 480min, and the experimental results are
presented in Fig. 10.
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unlabeled data.
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Fig. 13: Impact of learning rate restart.

Generally, the test accuracy of the models trained on all
systems decreases with the increasing skewness of data dis-
tribution. The final test accuracy of Ada-FedSemi on IID,
non-IID-0.5, non-IID-0.6 and non-IID-0.75 is 85.0%, 83.3%,
80.4%, and 73.5%, respectively. For the same data distribution,
Ada-FedSemi can always achieve the highest test accuracy and
outperform the three baselines by 1.5% to 14.8%. We find that
FedAvg-1.0 always achieves the best test accuracy at the be-
ginning of the training. This is because, in FedAvg, models are
optimized without perturbation of errors from low-confidence
pseudo-labels and thus can converge fast. For FedSemi, as
the training progresses, the prediction ability of models is
improved, and thus the teacher model generates more and
more high-confidence pseudo-labels for the unlabeled data. As
a result, the models trained on these high-confidence pseudo-
labeled data can achieve higher test accuracy, compared with
FedAvg. Nevertheless, in Fig. 10(d), the test accuracy of
FedSemi-0.2-0.95 and FedAvg-1.0 is separately 59.0% and
66.7%, indicating that with highly skewed data, a small
number of clients may fail to generate high-confidence pseudo-
labels, and thus the incorrect pseudo-labels may mislead the
model optimization.

In Fig. 11, we also present the communication cost of
different systems on the four data distributions. Except Ada-
FedSemi, the communication cost of other three baselines is
almost the same across different data distributions since they
always use fixed P and C. As the skewness of training data
increases, our system can adaptively increase communication
cost to ensure the best model performance. For example, on
non-IID-0.75 dataset, although Ada-FedSemi consumes 20%
more communication cost than FedSemi-0.5-0.9, it improves

the final test accuracy from 66.7% to 73.5%. The results of
the experiments demonstrate that Ada-FedSemi has the ability
of adapting to different data distributions.

F. The Impact of the Scale of Unlabeled Dataset

As mentioned in Section IV-B, the number of unlabeled data
in CIFAR10 and SVHN is 40,000 and 600,728, respectively.
To explore the impact of the scale of unlabeled dataset, we
fix the size of labeled dataset and conduct experiments by
changing the proportion of in-cloud unlabeled data involved in
the training, and the results are shown in Fig. 12(a). When the
proportion of involved unlabeled data varies from 0% to 100%,
the accuracy of models on CIFAR10 increases from 75.5% to
83.1% and that on SVHN increases from 81.5% to 91.1%.
Furthermore, we use the trained model with C = 0.9 to select
pseudo-labeled data of CIFAR10 and the results are presented
in Fig. 12(b). With the increasing of scale of unlabeled data,
the number of selected data increases from 4,868 to 34,008,
and the accuracy of pseudo-labels increases from 78.5% to
89.1%. This set of experiments demonstrates that in Ada-
FedSemi, the final test accuracy of trained models is positively
correlated to the scale of unlabeled data. Therefore, when the
scale of labeled data on clients is small, it is an effective way
to collect and exploit large-scale in-cloud unlabeled data to
boost the model performance, and it will not incur additional
training cost for resource-constrained clients.

G. Comparison of Methods for Online Optimization

In fact, after formulating the problem as Eq. (11) and de-
signing the reward function in Eq. (16), we can adopt different
online optimization methods to find the optimal P and C.
MAB-based algorithms [49] and Bayesian optimization [50]
are powerful tools to make decisions online under uncertainty.
Herein, we compare training cost, model accuracy and the time
for decision making when Boltzmann exploration, UCB, GP-
UCB and Bayesian optimization are adopted in our system.
The experimental results are presented in Table VI. Training
time and traffic consumption are compared when models
achieve 80% accuracy and the time for decision making is
accumulative during the whole training process. Four methods
achieve similar training performance while it takes much
more time to make decisions by Bayesian optimization than
others. Nevertheless, the time for decision making can be
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TABLE VI: Comparison of different methods for adaptive
model training on CIFAR10 with α = 0.5. (BE: Boltzmann

exploration; BO: Bayesian optimization.)

Model Training Decision Making
Metrics Time (min) Traffic (GB) Accuracy (%) Time (min)

BE 304 96 83.3 0.03
UCB 310 95 82.9 0.02

GP-UCB 302 99 83.0 0.33
BO 305 93 83.5 2.65

always ignored, compared with the time for model training.
Thus, Ada-FedSemi is compatible with different optimization
methods and we adopt Boltzmann exploration for its efficiency
and ease of implementation.

H. The Impact of Learning Rate Restart

Finally, we also conduct experiments to evaluate the impact
of learning rate restart. The constant learning rate 0.05, de-
noted as no-restart, is taken as comparison. We perform model
training on CIFAR10 with FedSemi-0.2-0.9 and FedSemi-
0.2-0.7, and the corresponding results are presented in Figs.
13(a) and 13(b), respectively. It shows that the test accuracy
first degrades at each moment of learning rate restart and
then resumes quickly. Although the models trained with the
constant learning rate can achieve continuous improvement,
it converges earlier and fails to reach higher test accuracy,
compared with the models trained with learning rate restart.
This is because the constant learning rate may make the
models get trapped in local minimum, especially when there
exists noise in pseudo-labels. Instead, restarting learning rate
helps the models jump out of local minimum and converge to
better solutions.

V. RELATED WORKS

A. Federated Learning with Labeled and Unlabeled Data

The significant improvement of AI in recent years is largely
attributed to the utilization of large scale labeled dataset.
However, obtaining labels of data is often very costly and time-
consuming in practice [6]. Therefore, semi-supervised learning
(SSL) [51] is proposed to train models on both small scale of
labeled dataset and large scale of unlabeled dataset.

There are two main methods in SSL. The first one is
consistency regularization based algorithms [52], [53]. These
algorithms require that the predictions of unlabeled data are
invariant to different data augmentations of a single data sam-
ple, which significantly increases training overhead [26]. The
other method is pseudo-labeling based algorithms [20], [26],
which regard the high-confidence predictions of unlabeled data
as their pseudo-labels. However, all above methods only care
about the final test accuracy of the trained model but don’t
take the features (e.g., limited capacity of communication and
computation) of FL into consideration and thus fail to achieve
training efficiency.

Recently, several works try to perform SSL under FL
settings. Some works try to exploit on-device unlabeled data.
For example, Jeong et al. [14] propose to select other clients’
local models for each client to help exploit local unlabeled
data. Besides, Long et al. [15] adopt two networks (teacher

and student) at each client to train models on both labeled and
unlabeled data. Moreover, considering the limited scale of on-
device unlabeled data, works [16], [17] first distribute in-cloud
unlabeled data to clients and then perform SSL algorithms.
However, all above methods try to utilize unlabeled data at
clients, which will increase training cost for clients. Since end
devices are always resource-constrained and there are large-
scale in-cloud public unlabeled data, it is more efficient to
utilize these data at the PS rather than on end devices.

B. Resource-efficient Federated Learning
To achieve efficient training of FL, many algorithms are

proposed to reduce time cost and communication cost. Some
recent works [22], [30] aim to optimize the training time
by utilizing deep reinforcement learning (DRL) to schedule
clients for federated model training. However, these works all
employ a fixed participating fraction of clients and mainly
concentrate on optimizing a single objective (e.g., training
time), which cannot satisfy the various cost preferences (e.g.,
fast convergence or low communication cost) for different FL
tasks. As stated in the work [21], a large participating fraction
can lead to reduction of training time while a small fraction
contributes to saving communication cost. However, the work
[21] is designed to determine the (offline) optimal participating
fraction before performing the FL tasks, which fails to adapt
to the dynamic changes of cost preferences online.

In addition, to reduce the volume of transmitted data, many
works propose various compression techniques for distributed
model training, e.g., Quantization [54] and Sparsification [55].
Moreover, Wang et al. [32] propose to determine the optimal
local updating steps adaptively with the constraint of available
resource. Note that our work, which determines the optimal
participating fraction of clients and confidence threshold of
pseudo-labels adaptively, is orthogonal to compression tech-
niques and adaptive frequency of local updating. Thus, other
communication-efficient techniques can be adopted in our
system to further reduce training cost.

VI. CONCLUSIONS

To fully utilize the on-device labeled and in-cloud unlabeled
data in FL, we propose an adaptive FSSL system called Ada-
FedSemi. It employs an MAB based online learning algorithm
to adaptively determine the fraction of participating clients and
confidence threshold for pseudo-labeling during the federated
model training. The dynamic optimization of participating
fraction and confidence threshold can contribute to the trade-
off between model accuracy and training efficiency given the
limited resource budgets. The extensive experimental results
demonstrate that Ada-FedSemi significantly outperforms the
existing baselines, including FedAvg and FedSemi.
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