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#### Abstract

Network Function Virtualization (NFV) is a new paradigm to enable service innovation through virtualizing traditional network functions. To construct a new NFV-enabled network, there are two critical requirements: minimizing server deployment cost and satisfying switch resource constraints. However, prior work mostly focuses on the server deployment cost, while ignoring the switch resource constraints (e.g., switch's flowtable size). It thus results in a large number of rules on switches and leads to massive control overhead. To address this challenge, we propose an incremental server deployment (INSD) problem for construction of scalable NFV-enabled networks. We prove that the INSD problem is NP-Hard, and there is no polynomialtime algorithm with approximation ratio of $(1-\epsilon) \cdot \ln m$, where $\epsilon$ is an arbitrarily small value and $m$ is the number of requests in the network. We then present an efficient algorithm with an approximation ratio of $2 \cdot H(q \cdot p)^{1}$, where $q$ is the number of VNF's categories and $p$ is the maximum number of requests through a switch. We evaluate the performance of our algorithm with experiments on physical platform (Pica8), Open vSwitches, and large-scale simulations. Both experiment and simulation results show high scalability of the proposed algorithm. For example, our solution can reduce the control and rule overhead by about $88 \%$ with about $5 \%$ additional server deployment, compared with the existing solutions.
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## I. Introduction

Today's networks rely on a wide spectrum of specialized network functions (NFs) or middleboxes (MBs) [1] [2], such as firewalls, traffic monitors, web proxies, and instruction detection systems. They have been widely deployed in various networking scenarios, including campus networks, backbone networks, and data center networks. Network traffic usually needs to pass through several NFs in a particular order, which is known as a service function chain (SFC) [3]. For instance, in data centers, some requests need to traverse a firewall and a proxy in sequence, while other requests need only to traverse the firewall for security processing.

Due to the high price and inflexibility of physical NFs or MBs, Network Function Virtualization (NFV) [4] has been an emerging approach in which network functions are no longer executed by dedicated hardware but instead can be run on general-purpose servers located in cloud nodes [5], called Virtual Network Functions (VNFs) [6]. Compared with the physical NFs, the NFV technology contributes to

[^0]reducing the price and improving the system flexibility. With these advantages of NFV, many users, including corporations, communities, and governments, are expecting to deploy an NFV-enabled network. Since scalability has been a core issue for large network development, there are two critical requirements of scalability, minimizing server deployment cost and satisfying switch resource constraints for rule configuration.

VNFs are running on the commodity general-purpose servers. The problem of VNF placement on servers has been widely studied in recent years for different targets, such as link/server load balancing, resource utility maximization, and reliability [7] [8] [9] [10] [11] [12]. Furthermore, due to traffic dynamics, different joint optimization problems have been investigated in literatures [13] [14]. Most of these studies by default assume that a set of servers have been deployed on given positions. In fact, for enterprise and edge networks, a large number of production servers are unavailable, and it is also challenging and time-consuming to find the right hosting servers. Moreover, with the increase of hosting servers, the complexity of VNF management, e.g., fault diagnosis and localization, grows especially as the servers may be from different owners [15] [16]. Different from the existing work on VNF placement or the joint optimization problem, we mainly focus on the incremental server placement for VNFs so as to pursue the minimum deployment cost while satisfying hardware resource constraints.

Previous work [9] [17] has studied the incremental server deployment for network function virtualization. However, these methods have two main disadvantages of network scalability. First, almost all the previous solutions, e.g., [9] [17], ignore the impact of the limited Ternary Content Addressable Memory (TCAM) size on the switches. TCAMs are $400 \times$ more expensive and consume $100 \times$ more power per Mbit than the RAM-based storage on the switches [18]. Besides, the lookup speed and insertion speed are highly related to the size of TCAM. As a result, most of today's commodity switches only support $4-20 \mathrm{~K}$ entries [18] (e.g., 6 K entries on HP HPE6960 switches and 4K entries on PICA8 P-5401 switches [19]). The previous solutions implement the SFC routing with the granularity of ingress-egress pairs, which needs a large number of rules on switches for VNF processing. For example, a data center network with a thousand switches [20] may require up to millions of possible rules on a switch, which certainly does not fit the TCAM size. Moreover, installing

| Schemes | SFC Policy | No. of Rules | Overhead |
| :---: | :---: | :---: | :---: |
| GFT [9] | No | Many | High |
| T-SAT [17] | Yes | Many | High |
| Our work | Yes | Few | Low |

TABLE I: Comparison of existing server deployment solutions and our scheme.
more TCAM rules also leads to massive control overhead. Second, some methods, e.g., GFT [9], only focus on one type of network function, which can not be directly applied to the situation of SFCs. Though the work T-SAT [17] extends the server deployment to consider the SFC requirement, their algorithm can not guarantee the approximation performance. We summarize the advantages and disadvantages of the existing solutions and our scheme in Table I.
We believe it is necessary to design a new solution of incremental server deployment to construct a scalable NFVenabled network with TCAM size constraint. Our solution is motivated by the following considerations. An SFC request is specified by an ingress switch, an egress switch and the SFC requirement. Since request-based SFC needs to install a massive number of rules on switches, we expect to use coarsegrained (i.e., wildcard-based) rules to effectively reduce the TCAM cost and control overhead. To the best of our knowledge, we are the first to propose a provably efficient algorithm for incremental server deployment within the network while taking the flow table size constraint into considerations. The main contributions of this paper are:

- We propose an incremental server deployment (INSD) problem for the construction of scalable NFV-based networks and analyze its NP-Hardness. We also prove that there is no polynomial-time algorithm with an approximation ratio of $(1-\epsilon) \cdot \ln m$, where $\epsilon$ is an arbitrarily small value, and $m$ is the number of requests in the network.
- We present an efficient and polynomial-time algorithm, called KPGD, for the INSD problem, and analyze the approximation ratio of $2 \cdot H(q \cdot p)$, where $q$ is the number of VNF's categories, and $p$ is the maximum number of requests through a switch.
- We evaluate the performance of our proposed method with experiments on both physical platform (Pica8) and Open vSwitch (OVS), as well as large-scale simulations. Both experimental results and simulation results show that the proposed solution can achieve better scalability in terms of deployment and configuration cost. For example, our solution can reduce the control overhead by about $88 \%$ with deploying additional servers about $5 \%$, compared with the existing solutions.
The rest of this paper is organized as follows. Section II formalizes the INSD problem and gives the inapproximation result. We propose an approximation algorithm for INSD and analyze the approximation performance in Section III. We report our simulation results and experimental results in Section IV. We conclude the paper in Section V.


## II. Preliminaries and Problem Formulation

In this section, we define the network model in Section II-A. Besides, we illustrate the rule installment for one VNF

| Symbol | Semantics |
| :---: | :---: |
| $V$ | a set of switches |
| $V_{e}$ | a set of egress switches |
| $\mathcal{R}$ | a set of requests |
| $\mathcal{R}_{v}$ | a set of requests whose egress switch is $v \in V_{e}$ |
| $\mathcal{F}$ | a set of VNFs |
| $q$ | the number of VNF's categories, i.e., $q=\|\mathcal{F}\|$ |
| $p$ | the maximum number of requests on all switches |
| $c(v)$ | the maximum number of rules for VNF processing on switch $v$ |
| $c(s)$ | the processing capacity of server $s$ |
| $N(r)$ | the number of packets of request $r$ |
| $\theta_{f}$ | the processing cost per-packet of VNF $f$ |
| $x_{v}$ | a server is deployed on switch $v$ or not |
| $y_{v, t}^{f}$ | a rule matching egress switch $t$ and VNF $f$ is installed on switch $v$ or not |
| $\delta_{i}^{f}$ | the requests covered by VNF $f$ on switch $v_{i}$ |
| $\alpha_{i}^{f}$ | rule cost of the requests covered by VNF $f$ on switch $v_{i}$ |
| $\beta_{i}^{f}$ | processing cost of the requests covered by <br> VNF $f$ on switch $v_{i}$ |

## TABLE II: Key Notations

instance (Section II-B) and SFC processing (Section II-C). Finally, we give the problem formulation in Section II-D.

## A. Network Model

An SDN is typically separated into the control plane and the data plane. The control plane consists of a logicallycentralized controller, which may be a cluster of distributed controllers [21] [22] and is responsible for managing the whole network. The data plane consists of a set of $n$ SDN switches, $V=\left\{v_{1}, \ldots, v_{n}\right\}$. Without loss of generality, the former $z$ switches are egress switches, denoted as $V_{e}=$ $\left\{v_{1}, \ldots, v_{z}\right\}$. The network topology can be modeled by a connected graph $G=(V, E)$, where $E$ is the set of links connecting the switches. Since we focus on the data plane metrics (e.g., the number of deployed servers and rules), the number of controllers will not significantly impact these metrics. For simplicity, we assume that there is only one controller in the control plane.

There is a set of VNFs, e.g., firewalls, IDSes and proxies, denoted as $\mathcal{F}=\left\{f_{1}, f_{2}, \ldots, f_{q}\right\}$, with $q=|\mathcal{F}|$. Let $\theta_{f}$ indicate the processing cost per packet (measured by the number of CPU cycles) for each VNF $f$. Given a set of requests $\mathcal{R}=$ $\left\{r_{1}, r_{2}, \ldots, r_{m}\right\}$ with $m=|\mathcal{R}|$, each request is specified by an ingress switch, an egress switch and the SFC requirement. For simplicity, if request $r_{i}$ is processed by $\operatorname{VNF} f_{j}$, we call that request $r_{i}$ is covered by VNF $f_{j}$. Through long-term traffic observation, the controller has full knowledge of the requests, e.g., the number of packets $N(r)$ of request $r \in \mathcal{R}$. We use $\mathcal{R}_{v}$ to represent the set of requests, whose egress switch is $v \in V_{e}$. For ease of reference, the key notations are listed in Table II.

## B. Rule Installment for One VNF Instance

In this section, we will introduce the processing of rule installment on switches in the case of one VNF instance. To


Fig. 1: Rule Installment for One VNF Instance. The left plot illustrates an example with 4 switches and 2 servers. The right table illustrates the number of required rules on switches $v_{1}$ and $v_{3}$ under different rule installment schemes.
facilitate understanding, we illustrate rule installment through an example. On the left plot of Fig. 1, there are 4 switches and 12 ingress-egress switch pairs. Suppose that there are 12 requests in the network and each request between a switch pair is forwarded in a counter-clockwise direction. For example, the forwarding path from $v_{2}$ to $v_{4}$ is $v_{2} \rightarrow v_{1} \rightarrow v_{4}$. VNF instances are deployed on two servers, which are connected to switches $v_{1}$ and $v_{3}$, respectively. All the requests should be processed by a VNF instance. Assume that the paths of these requests are available to the controller with the help of SDN's centralized control. Then the controller configures 6 requests $\left(e . g ., v_{2} \rightarrow v_{1}, v_{3} \rightarrow v_{1}, v_{4} \rightarrow v_{1}, v_{1} \rightarrow v_{4}, v_{2} \rightarrow v_{4}\right.$, $v_{3} \rightarrow v_{4}$ ) to be processed by server $s_{1}$, and other requests are processed by $s_{2}$. We focus on the rule installment on switches $v_{1}$ and $v_{3}$.

There are two different schemes of rule installment. First, the previous VNF placement solutions assume by default that the request-based rules will be installed on switches [2] [23]. Thus, there requires 12 rules for VNF processing in the network, i.e., 6 rules on both switches $v_{1}$ and $v_{3}$. The rules for VNF processing on switch $v_{1}$ are listed in Table III. For example, we install a rule "src $=v_{2}$, $d s t=v_{1}$, inport $=$ 3 , actions $=$ output $: 1 "$ for request $v_{2} \rightarrow v_{1}$.

| Requests | Request-based | Egress-based |
| :---: | :---: | :---: |
| $v_{2} \rightarrow v_{1}$ | $\begin{gathered} \operatorname{src}=v_{2}, \mathrm{dst}=v_{1}, \text { inport }=3, \\ \text { actions=output: } 1 \end{gathered}$ | $\mathrm{dst}=v_{1}, \text { inport }=3,$ <br> actions=output: 1 |
| $v_{3} \rightarrow v_{1}$ | $\begin{gathered} \mathrm{src}=v_{3}, \mathrm{dst}=v_{1}, \text { inport }=3, \\ \text { actions }=\text { output }: 1 \end{gathered}$ |  |
| $v_{4} \rightarrow v_{1}$ | $\begin{gathered} \mathrm{src}=v_{4}, \mathrm{dst}=v_{1}, \text { inport }=3, \\ \text { actions=output: } 1 \end{gathered}$ |  |
| $v_{1} \rightarrow v_{4}$ | $\begin{gathered} \mathrm{src}=v_{1}, \mathrm{dst}=v_{4}, \text { inport }=3, \\ \text { actions }=\text { output }: 1 \end{gathered}$ | $\begin{aligned} & \mathrm{dst}=v_{4}, \text { inport=3, } \\ & \text { actions=output:1 } \end{aligned}$ |
| $v_{2} \rightarrow v_{4}$ | $\begin{gathered} \mathrm{src}=v_{2}, \mathrm{dst}=v_{4}, \text { inport }=3, \\ \text { actions=output: } 1 \end{gathered}$ |  |
| $v_{3} \rightarrow v_{4}$ | $\begin{gathered} \mathrm{src}=v_{3}, \mathrm{dst}=v_{4}, \text { inport }=3, \\ \text { actions }=\text { output }: 1 \end{gathered}$ |  |

TABLE III: Installed Rules for VNF Processing on Switch $v_{1}$.
Second, to reduce the number of required rules, we then consider the egress switch based wildcard scheme for rule installment. Since this scheme just needs to install wildcard rule for each egress switch, only 4 rules are required for VNF processing in the network. Specifically, both switches $v_{1}$ and $v_{3}$ require to install two rules, as shown in Table III. Each wildcard rule only specifies the egress switch (e.g., $v_{1}$ or $v_{4}$ ), and can match all the ingress switches in the network. For example, we need to install a rule "dst $=v_{1}$, inport $=$ 3 ,actions $=$ output $: 1$ " for the three requests with the same egress switch $v_{1}$. The egress switch based scheme can reduce the number of required rules by $67 \%$ compared with
the request based scheme in this example. Thus, we use the egress switch based scheme so as to meet the needs of less rule cost and less control overhead in our proposed solution.

## C. Tag Operations for SFC Processing

It is worth noting that, even if the egress-based rules for VNF processing have been installed, the request still may not traverse the SFC properly. To this end, we adopt efficient tag operations to support SFC [2] [23]. Specifically, to record the SFC information, we use two fields (e.g., VLAN, MPLS labels or other unoccupied fields) in the packet header as tags. The controller adopts unique identities (e.g., $1,2, \ldots, n$ ) to distinguish these $n$ NFs in the network. For example, in a moderate-size network, the network may contain less than 255 NFs [24]. Then, it only requires 8 bits to differentiate 255 NFs . Moreover, the SFC's length is usually not more than 5 [24]. So, it will cost 5 bytes (or 40 bits) for the SFC information in the packet header. For some programmable switches (e.g., Open vSwitches [25], barefoot switches [26]), adding two new fields into the packet header is easily implemented.

Assume that a request from subnet 10.1.1.0/24 to subnet 10.1.2.0/24 should traverse a service function chain: Firewall-IDS-NAT for security benefits. We use 0x01-0x02-0x03 to denote the SFC requirement. We adopt two fields, Network Functions Label Matching ( $N F L M$ ) and MPLS, to match the next NF to be processed and to store the rest NFs in the SFC.


Fig. 2: Illustration of Tag Operations.
We illustrate the tag operations through an example. When a request arrives at the ingress switch, the controller configures the SFC policy (e.g., NFLM=0x01, MPLS=0x0203), as shown in the left plot of Fig. 2. After the request has been processed by the VNF instance $0 x 01$, the switch will update two fields in the packet header. The switch sets the NFLM field as the first NF (i.e., 0 x 02 ) in the MPLS field, and removes this NF from the MPLS field. For example, after the request has been processed by the Firewall function, we set the NFLM field as $0 x 02$ (i.e., IDS), and update the MPLS field as $0 x 0300$, as shown in the right plot of Fig. 2. More detailed information about tag operation and SFC routing can refer to our previous work [27]. Thus, the SFCs of all requests in the network can be processed properly according to the rule matching and tag operation.

## D. Problem Definition

In this section, we give the definition of the Incremental Server Deployment (INSD) problem. The network administrators will specify the SFC processing requirement for each request [2]. Since we do not consider the VNF processing order in the server deployment, the set of VNFs in the SFC requirement of request $r$ is denoted as $\mathcal{F}_{r}$. For example, if the SFC requirement of request $r$ is Firewall-IDS-NAT, $\mathcal{F}_{r}=$ \{IDS, NAT, Firewall\}. Note that the SFC requirements can
be satisfied through efficient routing algorithms [2] [28]. For simplicity, we suppose that each VNF can work independently with others [7] [29].

Assume that the controllers have pre-computed the path for each request $r$ [30] [31], denoted by $p_{r}$. We will also study the problem without pre-computed paths as our future work. The two resource constraints should be considered here. On one hand, we consider the rule cost for VNF processing. Let $y_{v, t}^{f} \in\{0,1\}$ denote whether a rule matching the egress switch $t$ and VNF $f$ will be installed on switch $v$ or not. For example, as shown in Fig. 1, there is one request $v_{4} \rightarrow v_{2}$ that needs to be processed by VNF $f_{1}$ placed on server $s_{2}$. Assume that we have installed a wildcard rule matching egress switch $v_{2}$ on switch $v_{3}$, which means $y_{v_{3}, v_{2}}^{f_{1}}=1$. Then, all requests with the same egress switch $v_{2}$ will be forwarded to server $s_{2}$ for VNF processing. Due to the TCAM size constraint, we expect that the rule cost on switch $v$ for VNF processing should not exceed a given threshold $c(v)$.

| VNFs | CPU Cycles per Packet |
| :---: | :---: |
| Firewall | 1348 |
| NAT | 1631 |
| IDS | 1348 |
| Monitor | 1676 |

TABLE IV: Per-Packet Processing Cost of VNFs. [29]
On the other hand, we consider the resource consumption for VNF processing on servers. The resources can be expressed in terms of CPU, memory and network bandwidth. The existing work [13] shows that CPU is usually the bottleneck resource for most VNF instances. Moreover, different VNFs require different numbers of CPU cycles for processing a packet. By testing in [29], we list the number of required CPU cycles for some typical VNFs in Table IV. According to installed rules on a switch, we know which flows will be processed on the connected server. As a result, we can derive the total processing cost on a server. We require that the total VNF processing cost on a server $s$ should not exceed its computing capacity $c(s)$.

The objective of the INSD problem is to minimize the number of deployed servers in the network. Accordingly, we formulate the INSD problem as follows:

$$
\begin{gather*}
\min \sum_{v \in \mathcal{V}} x_{v} \\
\text { s.t. } \begin{cases}x_{v} \geq y_{v, t}^{f}, & \forall v \in V, t \in V_{e}, f \in \mathcal{F} \\
\sum_{v \in p_{r}} y_{v, t_{r}}^{f} \geq 1, & \forall r \in \mathcal{R}, f \in \mathcal{F}_{r} \\
\sum_{t \in V_{e}} \sum_{f \in \mathcal{F}} y_{v, t}^{f} \leq c(v), & \forall v \in V \\
\sum_{t \in V_{e}} \sum_{r \in \mathcal{R}_{v}} \sum_{f \in \mathcal{F}_{r}} y_{v, t_{r}}^{f} N(r) \theta_{f} \leq c\left(s_{v}\right), \quad \forall v \in V \\
x_{v} \in\{0,1\}, & \forall v \in V \\
y_{v, t}^{f} \in\{0,1\}, & \forall v \in V, t \in V_{e}, f \in \mathcal{F}\end{cases} \tag{1}
\end{gather*}
$$

We use a binary variable $x_{v}$ to indicate whether a server will be deployed on switch $v$ or not. The first set of inequalities means that each request will be processed by a server only
if the server has been deployed on switch $v$. The second set of inequalities means that each VNF $f \in \mathcal{F}_{r}$ should be deployed at least once along the path of request $r$, where $t_{r}$ denotes the egress switch of request $r$. The third set of inequalities expresses the flow-table size (FTS) constraint for VNF processing on a switch. The fourth set of constraints tells that the total cost for VNF's processing should not exceed the server's computing capacity. The objective is to deploy a minimum number of servers for NFV-enabled networks.

## Theorem 1. The INSD problem is NP-Hard.

Proof. Consider an instance of the Minimum Set Cover (MSC) problem [32]: let $E=\left\{l_{1}, l_{2}, \ldots, l_{x}\right\}$ be a set of $a$ elements, $C=\left\{E_{i} \subseteq E, i=1,2, \ldots, y\right\}$ is a set of subsets of $E$, where $y=|C|$. MSC will choose a minimum set $C^{\prime} \subseteq C$ such that each element $l \in E$ is contained in at least one member of $C^{\prime}$. Then, we consider a special case of the INSD problem, in which there is only one VNF in the network and each server is equipped with the infinite computing capacity. Each request is abstracted as an element in $E$ and the request set through switch $v_{i}$ is abstracted as $E_{i}$. We expect to deploy the minimum number of servers to cover all requests in the network. Thus, the special instance of the INSD problem becomes the traditional MSC problem, which is NP-Hard. Accordingly, the INSD problem is NP-Hard too.

Theorem 2. The INSD problem cannot be solved by a polynomial time algorithm with an approximation ratio of $(1-\epsilon) \cdot \ln m$, for any $\epsilon>0$, where $m$ is the number of requests in the network, unless $P=N P$.

Proof. Some previous works, e.g., Raz and Safra [33], Feige [34], have proved that the MSC problem cannot be approximable within $(1-\epsilon) \cdot \ln n$, for any $\epsilon>0$, where $n$ is the number of elements in the MSC problem, unless $P=N P$. Since the MSC problem is a special case of our INSD problem, if there exists an algorithm with a better approximation ratio than $(1-\epsilon) \cdot \ln m$, where $m$ is the number of requests in the network, for INSD, this algorithm can also be applied to solve the MSC problem, which contradicts with the previous inapproximation results. Thus, we can conclude that the inapproximation ratio of the INSD problem is $(1-\epsilon) \cdot \ln m$, for any $\epsilon>0$.

## III. Algorithm Design for INSD

In this section, we design an approximation algorithm for the INSD problem (Section III-A) and give the performance analysis (Section III-B). Moreover, we give some discussions to enhance our proposed solution (Section III-C).

## A. A Knapsack-based Algorithm for INSD

In this section, we present a knapsack-based approximation algorithm, called KPGD, to solve the INSD problem. We first consider a simple case, in which server $s_{i}$ has been deployed on switch $v_{i}$. We will place feasible VNFs on this server so as to maximize the number of requests covered by these VNFs. When VNF $f$ has been placed on server $s_{i}$, some requests will be covered (or processed) by $f$ under the server's and switch's capacity constraints. Therefore, we regard this case as
the 0-1 knapsack problem [35] [36]. Specifically, the knapsack capacity is the joint consideration of the server's processing capacity and switch's flow-table size constraints. The item size is the VNF's processing cost and the item's profit is the number of requests covered by this VNF. Similar to the knapsack problem, the goal of this version is to maximize the number of requests that can be covered by these VNFs deployed on the server.

```
Algorithm 1 KP Algorithm on Switch \(v_{i}\)
    \(\mathcal{P} \leftarrow \phi, \widetilde{\mathcal{P}} \leftarrow \mathcal{F}\)
    \(c_{v}^{i} \leftarrow c\left(v_{i}\right), c_{s}^{i} \leftarrow c\left(s_{i}\right)\)
    for each VNF \(f \in \mathcal{P}\) do
        \(\delta_{i}^{f} \leftarrow \sum_{t \in V_{e}^{i}}\left|\gamma_{t}^{f}\right|, \alpha_{i}^{f} \leftarrow\left|\Gamma_{i}^{f}\right|\)
        \(\beta_{i}^{f} \leftarrow \underset{\widetilde{\mathcal{P}}}{N}\left(\delta_{i}^{f^{e}}\right) \cdot \theta_{f}, \vartheta_{i}^{f} \leftarrow\left(\alpha_{i}^{f}, \beta_{i}^{f}\right)\)
        \(\widetilde{\mathcal{P}} \leftarrow \widetilde{\mathcal{P}}-\{f\}\)
    rearrange the VNFs \(f \in \mathcal{F}\) in the decreasing order with
    the unit profit value \(\frac{\delta_{i}^{f}}{\left\|\vartheta_{i}^{f}\right\|}\)
    while \(\alpha_{i}^{f} \leq c_{v}^{i}\) and \(\beta_{i}^{f} \leq c_{s}^{i}\) do
        \(\mathcal{P} \leftarrow \mathcal{P} \bigcup\{f\}\)
        \(c_{v}^{i} \leftarrow c_{v}^{i}-\alpha_{i}^{f}\)
        \(c_{s}^{i} \leftarrow c_{s}^{i}-\beta_{i}^{f}\)
        \(\mathcal{F} \leftarrow \mathcal{F}-\{f\}\)
    for each VNF \(f \in \mathcal{F}\) do
        if \(\sum_{f_{j} \in \mathcal{P}} \delta_{i}^{f_{j}} \leq \delta_{i}^{f}\) then
            \(\mathcal{P} \leftarrow\{f\}\)
    return \(\mathcal{P}\)
```

We adopt a greedy algorithm, called KP, to place some VNFs on a server so that more requests can be covered by these VNFs. We first construct a set of request subsets $\Gamma=\left\{\gamma_{v_{1}}^{f_{1}}, \ldots, \gamma_{v_{1}}^{f_{q}}, \ldots, \gamma_{v_{z}}^{f_{1}}, \ldots, \gamma_{v_{z}}^{f_{q}}\right\}$, where $f_{i} \in \mathcal{F}$ and $v_{j} \in V_{e} . \gamma_{t_{j}}^{f_{i}}$ denotes the set of requests with egress switch $t_{j}$ that needs to be processed by VNF $f_{i}$. Let $\Gamma_{i} \subseteq \Gamma$ be the set of requests through switch $v_{i}$. Moreover, we use $\Gamma_{i}^{f}$ to denote the set of requests that need to be processed by VNF $f$ in $\Gamma_{i}$. We denote $\mathcal{P}$ (or $\widetilde{\mathcal{P}}$ ) as the set of chosen (or unchosen) VNFs on this server. The profit value $\delta_{i}^{f}$ means the number of requests that can be covered by VNF $f$ on server $s_{i}$. Besides, we use $\alpha_{i}^{f}$ and $\beta_{i}^{f}$ to denote the rule cost and VNF's processing cost of the requests covered by VNF $f$ on server $s_{i}$, respectively. For convenience of computing, the two cost variables are vectorized, which is denoted as $\vartheta_{i}^{f}=\left(\alpha_{i}^{f}, \beta_{i}^{f}\right)$. We use $\left\|\vartheta_{i}^{f}\right\|$ to represent the norm of the vector, i.e., $\left\|\vartheta_{i}^{f}\right\|=\sqrt{\left(\alpha_{i}^{f}\right)^{2}+\left(\beta_{i}^{f}\right)^{2}}$. The variable $V_{e}^{i} \subseteq V_{e}$ indicates a set of egress switches of the requests which pass through switch $v_{i}$.
The KP algorithm is described in Alg. 1. At the beginning, the KP algorithm initializes some variables, e.g., $c_{v}^{i}$ and $c_{s}^{i}$, to store the available rule and computing resources for VNF placement (Line 1-2). We compute the profit of each unchosen VNF $f \in \widetilde{\mathcal{P}}$. Moreover, we compute the rule cost and CPU processing cost for each $f$, respectively (Line 3-8). The algorithm ranks all the unchosen VNFs in the decreasing order of the unit profit (Line 9). We then greedily choose the VNFs with the maximum unit profit under the server processing
capacity and FTS constraints for VNF processing (Line 1014). At the end of each iteration, the set of placed VNFs and the available computing/rule resources will be updated (Line 15-17).

We then propose the greedy KPGD algorithm for the INSD problem. According to the problem definition, each request $r$ should traverse the specific SFC in the network. In other words, each type of VNF $f \in \mathcal{F}$ needs to cover the request set $\Gamma^{f}=\left\{\gamma_{v_{1}}^{f}, \gamma_{v_{2}}^{f}, \ldots, \gamma_{v_{z}}^{f}\right\}$, where $v_{j}$ is an egress switch. The rest number of requests that VNF $f$ needs to cover is denoted as $g_{f}$. Let $U_{i}^{f}$ be the set of requests that are uncovered by VNF $f$ on server $s_{i}$. The KPGD algorithm is formally described in Alg. 2. Our proposed algorithm consists of a group of iterations, each of which includes two main steps. In the first step, the algorithm adopts the KP algorithm to derive the set of chosen VNFs, denoted as $\mathcal{P}_{i}$, for each switch $v_{i}$ (Line 8-10). We choose one switch with the maximum profit for server deployment (Line 11-12). In the second step, the KPGD algorithm updates the uncovered request set (Line 1318). The algorithm will terminate until each request $r$ has been covered by any VNF in $\mathcal{F}_{r}$.

```
Algorithm 2 KPGD: Greedy Algorithm for INSD
    \(V^{\prime} \leftarrow \phi\)
    for each VNF \(f \in \mathcal{F}\) do
        \(g_{f} \leftarrow\left|\Gamma^{f}\right|\)
        for each switch \(v_{i} \in V\) do
            \(U_{i}^{f} \leftarrow \Gamma_{i}^{f}\)
    while \(g_{f}>0, \forall f \in \mathcal{F}\) do
        Step 1: Choose one switch to deploy a server
        for each switch \(v_{i} \in V-V^{\prime}\) do
            Choose the set of VNFs according to the KP algo-
            rithm, \(\mathcal{P}_{i} \leftarrow K P\left(v_{i}\right)\)
        Select a switch \(v_{i}\) with the maximum profit \(\sum_{f \in \mathcal{P}_{i}} \delta_{i}^{f}\)
        and deploy a server
        \(V^{\prime} \leftarrow V^{\prime} \bigcup\left\{v_{i}\right\}\)
        Step 2: Update the request set
        for each VNF \(f \in \mathcal{P}_{i}\) do
            \(g_{f} \leftarrow g_{f}-\left|U_{i}^{f}\right|\)
            for each switch \(v_{j} \in V-V^{\prime}\) do
                \(U_{j}^{f} \leftarrow U_{j}^{f}-U_{i}^{f}\)
```


## B. Performance Analysis for $K P G D$

In this section, we analyze the approximation performance of the KPGD algorithm. KPGD consists of several iterations, each of which will execute the KP algorithm. Some prior works [35] [36] have proved that the KP algorithm can achieve an approximation ratio of 2 for the $0-1$ knapsack problem.

Assume that our proposed KPGD algorithm and the optimal solution will deploy $\rho$ and $\eta$ servers for the INSD problem, respectively. We first give some preliminaries for the following analysis. We use $v(k)$ to denote the index of the chosen switch for server deployment in the $k$-th iteration of the KPGD algorithm. The set of requests that have not been covered by VNF $f$ on server $s_{i}$ after the $k$-th iteration, is denoted as $\Gamma_{i}^{f}(k)$, i.e., $\Gamma_{i}^{f}(k)=\Gamma_{i}^{f}-\bigcup_{l=1}^{k} \Gamma_{v(l)}^{f}$. Specially, $\Gamma_{i}^{f}(0)=\Gamma_{i}^{f}$.

Without loss of generality, assume that the optimal solution for INSD will choose one switch for server deployment during each iteration. In the optimal solution, the set of requests covered by VNF $f$ is denoted as $\widetilde{\Gamma}^{f}$ and will be updated with algorithm execution. At the beginning, $\widetilde{\Gamma}^{f}=\phi$ for each VNF $f \in \mathcal{F}$. When switch $v_{i}$ is chosen to deploy a server $s_{i}$, a set of requests, that will be covered by VNF $f$ placed on server $s_{i}$, is denoted as $A_{i}^{f}$, i.e., $A_{i}^{f}=\Gamma_{i}^{f}-\widetilde{\Gamma}^{f}$. Similarly, we define $A_{i}^{f}(k)$ as the set of requests in $A_{i}^{f}$ that have not been covered by VNF $f$ after the $k$-th iteration. That is $A_{i}^{f}(k)=A_{i}^{f}-\bigcup_{l=1}^{k} \Gamma_{v(l)}^{f}$.

The set of chosen VNFs on server $s_{i}$ in the $k$-th iteration is denoted as $\mathcal{P}_{i}(k)$ and the profit of VNF $f$ on server $s_{i}$ in the $k$-th iteration is $\delta_{i}^{f}(k)=\left|\Gamma_{i}^{f}(k-1)-\Gamma_{i}^{f}(k)\right|$. Then we can derive that the total profit $\delta_{i}(k)=\sum_{f \in \mathcal{P}_{i}(k)} \delta_{i}^{f}(k)$ on this server. The total cost on server $s_{i}$ in the $k$-th iteration is $\vartheta_{i}(k)=\sum_{f_{\in} \mathcal{P}_{i}(k)}\left\|\vartheta_{i}^{f}\right\|$. Besides, in the $k$-th iteration of KPGD, the profit of covered requests in $A_{i}^{f}$ is denoted as $\varphi_{i}^{f}(k)=\left|A_{i}^{f}(k-1)-A_{i}^{f}(k)\right|$. Thus, the total profit in the $k$-th iteration is $\varphi_{i}(k)=\sum_{f_{\in} \mathcal{F}} \varphi_{i}^{f}(k), \forall f \in \mathcal{F}$. It follows $\varphi_{i}(k) \leq \sum_{f_{\in} \mathcal{F}}\left|A_{i}^{f}\right|$.

Lemma 3. For each $k \in\{1,2, \ldots, \rho\}$, it follows

$$
\begin{equation*}
\varphi_{i}(k) \leq 2 \cdot \delta_{v(k)}(k) \tag{2}
\end{equation*}
$$

Proof. In each iteration of KPGD, the knapsack problem can be solved for each switch which has not been chosen to deploy the server. $h_{i}(k)$ denotes the optimal profit of KPGD on switch $v_{i}$ in the $k$-th iteration. So we have $\varphi_{i}(k) \leq h_{i}(k)$. Since the approximation ratio of KP is 2 , and $\delta_{i}(k)$ is the approximate result of KP, we can derive that $h_{i}(k) \leq 2 \cdot \delta_{i}(k)$. Because KPGD always chooses a switch with the maximum profit for server deployment in each iteration, we have $\delta_{i}(k) \leq \delta_{v(k)}(k)$. Thus, we can conclude that $\varphi_{i}(k) \leq 2 \cdot \delta_{v(k)}(k), \forall k \in$ $\{1,2, \ldots, \rho\}$.

In the KPGD algorithm, the set of requests that need to be covered by VNF $f$ after the $k$-th iteration is denoted as $\lambda_{f}(k) . \lambda(k)$ is the total number of the requests that need to covered by all VNFs, i.e., $\lambda(k)=\sum_{f \in \mathcal{F}} \lambda_{f}(k)$. Note that $\lambda(0)=\sum_{i=1}^{\eta} \sum_{f \in \mathcal{P}_{i}^{*}}\left|A_{i}^{f}\right|$. Then we prove that the total profit of the chosen switch in the $k$-th iteration is more than a given value as follows. The request set will be covered $x$ times, if it is covered by $x$ types of VNFs. We define the possible times the requests are covered as an integer variable $\tau_{i} \in\left\{1,2, \ldots, \sum_{f \in \mathcal{P}_{i}^{*}}\left|A_{i}^{f}\right|\right\}$ for $\forall i \in\{1,2, \ldots, \eta\}$. Thus, there are possibly $\lambda(0)=\sum_{i=1}^{\eta} \sum_{f \in \mathcal{P}_{i}^{*}}\left|A_{i}^{f}\right|$ integers, perhaps including some duplicated values. Then we rearrange these integer values into a non-decreasing sequence. For simplicity, we use $e_{x}$ to denote these values and set them as $e_{1} \leq e_{2} \leq \ldots \leq e_{\lambda(0)}$. For example, let $\eta=3$, $\tau_{1}=\{1\}, \tau_{2}=\{1,2,3\}, \tau_{3}=\{1,2\}$, so there are 6 integers, i.e., $\lambda(0)=6$. We rearrange these 6 integers as $1 \leq 1 \leq 1 \leq 2 \leq 2 \leq 3$.

Lemma 4. For each $k \in\{1,2, \ldots, \rho\}$, we have

$$
\begin{equation*}
e_{\lambda(k)} \leq 2 \cdot \delta_{v(k)}(k) \tag{3}
\end{equation*}
$$

Proof. After the $k$-th iteration, the KPGD algorithm will
incrementally cover the requests $\lambda(k)$ times. If KPGD covers all rest requests in the optimal sets, the cover ratio for each VNF $f \in \mathcal{F}$ can be guaranteed. That is, $\sum_{i=1}^{\eta} \varphi_{i}(k) \geq \lambda(k)$. According to the definition of $e_{x}$ and $\varphi_{i}(k)$, we can derive that $e_{x}$ is not more than $\varphi_{i}(k)$, i.e., $e_{x} \in\left\{1,2, \ldots, \varphi_{i}(k)\right\}$, $\forall i \in\{1,2, \ldots, \eta\}$. According to Lemma 3, we have

$$
\begin{equation*}
e_{x} \leq 2 \cdot \delta_{v(k)}(k) \tag{4}
\end{equation*}
$$

Since

$$
\begin{aligned}
& \sum_{i=1}^{\eta} \varphi_{i}(k) \geq \lambda(k) \text { and } \\
& \varphi_{i}(k) \leq \max _{s \leq \eta}\left\{\sum_{f \in \mathcal{F}}\left|A_{s}^{f}\right|\right\}, \forall i \in\{1,2, \ldots, \eta\}
\end{aligned}
$$

There are at least $\lambda(k)$ indices $x$ satisfying Eq. (4). Combining $e_{1} \leq e_{2} \leq \ldots \leq e_{\lambda(0)}$, we can derive that $e_{\lambda(k)} \leq 2 \cdot \delta_{v(k)}(k), \forall k \in\{1,2, \ldots, \rho\}$.

For ease expression, we use $q$ and $p$ to denote the number of VNF's categories and the maximum number of requests through a switch in the network, respectively.

Theorem 5. Our proposed KPGD algorithm can achieve 2 . $H(q \cdot p)$-approximation for the INSD problem.
Proof. According to Lemma. 4, for each $k \in\{1,2, \ldots, \rho\}$, we have

$$
\begin{aligned}
& 2 \cdot \delta_{v(k)}(k) \geq e_{\lambda(k)} \geq e_{\lambda(k)-1} \geq \ldots \geq e_{\lambda(k+1)+1} \\
\Rightarrow & \frac{1}{2 \cdot \delta_{v(k)}(k)} \leq \frac{1}{e_{\lambda(k)}} \leq \frac{1}{e_{\lambda(k)-1}} \leq \ldots \leq \frac{1}{e_{\lambda(k+1)+1}}
\end{aligned}
$$

Since $\lambda(k)-\lambda(k+1)=\delta_{v(k)}(k)$, it follows

$$
1 \leq 2 \cdot\left(\frac{1}{e_{\lambda(k)}}+\frac{1}{e_{\lambda(k)-1}}+\ldots+\frac{1}{e_{\lambda(k+1)+1}}\right)
$$

Combining the above inequalities, we can derive that

$$
\begin{align*}
\rho & \leq 2 \cdot\left(\frac{1}{e_{\lambda(1)}}+\ldots+\frac{1}{e_{1}}\right) \leq 2 \cdot\left(\frac{1}{e_{\lambda(0)}}+\ldots+\frac{1}{e_{1}}\right) \\
& =2 \cdot \sum_{i=1}^{\eta} H\left(\sum_{f \in \mathcal{P}_{i}^{*}}\left|A_{i}^{f}\right|\right) \leq 2 \cdot \eta \cdot H(q \cdot p) \tag{5}
\end{align*}
$$

We should note that the third equation in Eq. (5) is based on the definition of $e_{x}$ and the last inequality in Eq. (5) is based on $\sum_{f \in \mathcal{P}_{i}^{*}}\left|A_{i}^{f}\right| \leq \sum_{f \in \mathcal{F}}\left|\Gamma_{i}^{f}\right| \leq q \cdot p$. So we have

$$
\frac{\rho}{\eta} \leq 2 \cdot H(q \cdot p)
$$

Thus, we can conclude that KPGD can achieve $2 \cdot H(q \cdot p)$ approximation for the INSD problem.

## C. Discussion

In this section, we discuss some practical issues to enhance the proposed solution.

1) In practice, the number of requests in the network will vary from time to time. For example, the number of requests may peak during the day and underestimate at night. However, deploying servers over time is unrealistic and requires a lot of resources (e.g., time or deployment cost), even leading to network failure. Thus, we focus on server deployment during the request peak, so that time-varying requests can also be processed by the specific network functions.
2) After the server deployment problem has been solved, the SFC requirement will be posed for request routing. Different methods can be applied for SFC routing. In addition to our proposed scheme of tag operations, Network Service Header
(NSH), which is a data plane transmission protocol, is also a practical solution for SFC routing. It realizes the strategy of SFC control plane and helps users create and deploy SFC dynamically. Since this paper focuses on the server deployment problem, we ignore the detailed implementation of SFC routing here.

## IV. Performance Evaluation

This section first introduces the metrics and benchmarks for performance comparison (Section IV-A). Then, we evaluate our proposed algorithm by comparing with the previous methods through large-scale simulations (Section IV-B). Finally, we implement our algorithm on the SDN platform with physical Pica8 switches [37] and Open vSwitches (OVSes) [25], and give the testing results (Section IV-C).

## A. Performance Metrics and Benchmarks

In this paper, we design the incremental server deployment algorithm for the construction of scalable NFV-enabled networks. We adopt the following metrics to evaluate scalability and efficiency of our proposed algorithm.

1) The number of deployed servers. To satisfy the SFC requirements of all the requests, more servers will be deployed in the network with the increasing number of requests. We count the number of deployed servers in the network. Besides, the server utilization is the CPU computing load on a server divided by its computing capacity. Low server utilization indicates a huge waste of computing resources on servers. We focus on the CPU resource consumption for VNF processing of all servers in the network.
2) The maximum (or Max.) number of rules on any switch at any time during the simulation. When the servers have been deployed in the network, rules should be installed for VNF processing on the switches. Thus, we measure the number of installed rules on each switch and determine the maximum number of rules among all switches.
3) Considering traffic dynamics (e.g., traffic rate fluctuation), if all requests follow the wildcard rules for VNF processing, it may lead to processing congestion on some server(s). Thus, we need to install some extra requestbased rules in the test-bed evaluation so that some requests will be processed on different servers. How to install extra rules for congestion avoidance is similar to the solution for link congestion avoidance in [38]. Due to space limitations, we omit the detailed description here. During the update process, update delay and control overhead is important for scalability. Specifically, for update delay, we measure the during time of update procedure. Moreover, for control overhead, the total amount of traffic was measured between the conrtoller and the switches during the update procedure. We use a tool Cbench [39] to test the performance of OpenFlow controllers.


Fig. 3: No. of Servers vs. No. of Requests without FTS Constraint. Left plot: Topology (a); right plot: Topology (b).


Fig. 4: Server Utilization vs. No. of Requests without FTS Constraint. Left plot: Topology (a); right plot: Topology (b).

## B. Simulation Evaluation

1) Benchmarks: To evaluate how well our proposed algorithm performs, we compare with the other two benchmarks. Sang et al. [9] study the VNF placement problem, which minimizes the total number of VNF instances, subject to the constraint that all the requests need to be fully processed. The proposed algorithm, called GFT, considers the joint placement and allocation of VNF instances in a new NFV-enabled networking paradigm. Not only does the algorithm need to decide how many VNF instances to place on each server, but also need to determine how to allocate the computing resource for each VNF instance to process the requests through each switch. The second benchmark is called T-SAT [17], which addresses the VNF placement problem. The proposed solution first accomplishes the mapping of the SFCs or VNFs, then determines the placement of the related VNFs and allocates resources for VNFs based on the mapping results and the workloads of VNFs. Both two benchmarks process packets according to the request granularity.
2) Simulation Settings: In the simulations, as running examples, we select two typical and practical topologies, one for data center networks and the other for campus networks. The first topology, denoted as (a), is the fat-tree topology [40], which has been widely used in many data center networks. The fat-tree topology contains in total 320 switches (including 128 edge switches, 128 aggregation switches, and 64 core switches) and 1024 terminals. The second one, denoted as (b), is a campus network topology [41]. The topology (b) contains 100 switches and 200 terminals. We generate requests following DCTCP (data center TCP) and CPTCP (campus TCP) patterns for two topologies [42]. Since the topologies do not provide VNF information, we assume that there have deployed 5 types of VNFs (e.g., IDS, Proxy, Monitor, Firewall and IPSec) on servers. We randomly generate an SFC requirement for each request. We execute each simulation 100 times, and take the average of the numerical results.
3) Simulation Results: We run four groups of simulations on two different topologies to check the effectiveness of the


Fig. 5: No. of Servers vs. No. of Requests with FTS Constraint. Left plot: Topology (a); right plot: Topology (b).


Fig. 7: Max. Rules vs. No. of Requests. Left plot: Topology (a); right plot: Topology (b).
proposed algorithms.
The first set of two simulations observes the deployment cost (e.g., the number of servers) and server utilization without the FTS constraint on switches. Fig. 3 shows the number of deployed servers by changing the number of requests in both two topologies. With more requests from 12 K to 60 K , the number of deployed servers in the network is almost linearly increasing in topology (a). Given a fixed number of requests, the number of deployed servers by three solutions is very close. However, KPGD may deploy a little more servers than GFT and T-SAT on both two topologies. For example, when there are 60 K requests in the network, KPGD needs to deploy 63 servers, while GFT and T-SAT need to deploy 60 and 58 servers in topology (a), respectively. In conclusion, our KPGD algorithm will increase the server deployment cost by about 5-9\% compared with GFT and T-SAT. That's because both GFT and T-SAT control the requests in a fine-grained manner. However, two solutions require a massive number of rules on switches compared with our solution, which will be illustrated in Fig. 7.

Fig. 4 shows the server utilization of three algorithms. The figure demonstrates that server utilization is increasing linearly with more requests in both two topologies. In topology (a), when there are 36 K requests, the server utilization of GFT is less than that of both KPGD and T-SAT. That is, KPGD can improve server utilization by about $10 \%$ compared to GFT. However, KPGD may achieve slightly ( $<5 \%$ on average) worse performance in terms of server deployment cost without the FTS constraint compared with T-SAT and GFT.
The second set of simulations observes the number of deployed servers and server utilization with the FTS constraint (e.g., 4K) for VNF processing by changing the number of requests from 12 K to 60 K in the network. By the left plot of Fig. 5, our proposed solution can reduce the number of deployed servers compared with the other two solutions. For example, when there are 60 K requests in the network, the number of deployed servers for KPGD is 76, while T-SAT and GFT need to deploy 112 and 128 servers. So KPGD can reduce the number of deployed servers by about $32 \%$ and $41 \%$ compared with T-SAT and GFT, respectively. That's because GFT and T-SAT install the rules on the switches for VNF
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Fig. 6: Server Utilization vs. No. of Requests with FTS Constraint. Left plot: Topology (a); right plot: Topology (b).


Fig. 8: Control Overhead vs. No. of Requests. Left plot: Topology (a); right plot: Topology (b).
processing with the request granularity, which may require a massive number of rules and violate the FTS constraint. KPGD can effectively reduce the number of installed rule by using the wildcard. Besides, Fig. 6 shows that KPGD can improve server utilization by about $47 \%$ and $45 \%$, respectively, compared with GFT and T-SAT in topology (b). Thus, our proposed solution can deploy fewer servers and achieve better server utilization than the other two solutions with the FTS constraint.
The third set of two simulations observes the TCAM consumption (e.g., the maximum number of rules) of three solutions. As shown in Fig. 7, the maximum number of required rules increases for all solutions with the increasing number of requests. However, the increasing ratio of KPGD is much slower than that of the other two benchmarks. In comparison, KPGD requires fewer rules than GFT and TSAT. For example, given 36K requests in topology (a), KPGD uses a maximum number of 1.4 K rules, while T-SAT and T-SAT need about 12.1 K and 17.9 K rules, respectively. In other words, KPGD can reduce the maximum number of required rules by about $88 \%$ and $92 \%$ compared with T-SAT and GFT, respectively. Therefore, our proposed solution can significantly reduce the TCAM consumption of all switches compared with the existing solutions.
The last set of simulations observes the performance in terms of control traffic overhead of three solutions, including GFT, T-SAT and KPGD. As shown in Fig. 8, with the number of requests increasing, GFT and T-SAT deploy more rules than KPGD, leading to higher control traffic overhead. For example, when there are 36 K requests in topology (a), the control overhead of KPGD is 40 Mb , while that of T-SAT and GFT increases to 150 Mb and 340 Mb , respectively. In other words, KPGD can reduce control overhead by about $73 \%$ and $88 \%$ compared with T-SAT and GFT, respectively.

From these simulation results in Figs. 3-8, we can make the following three conclusions. First, by Figs. 3-6, our KPGD solution may achieve a slightly worse but comparable performance ( $<5 \%$ on average) in terms of servers deployment cost and server utilization without the FTS constraint. However, KPGD can reduce the server deployment cost by about $36 \%$ and improve server utilization by about $47 \%$ compared with


Fig. 9: No. of Rules on Each Switch in Telstra Topology


Fig. 10: Update Delay vs. No. of Requests in Telstra Topology


No. of Requests $\left(\times 10^{2}\right)$

Request in Telstra Topology

GFT and T-SAT with the FTS constraint. Second, by Figs. 7, our proposed solution can reduce the number of required rules by $90 \%$ compared with two benchmarks. Third, Fig. 8 shows that KPGD can reduce the control overhead by about $88 \%$ and $73 \%$ compared with GFT and T-SAT, respectively. These results show that our KPGD algorithm can significantly improve the scalability of NFV-based networks compared with two benchmarks.

## C. Test-bed Evaluation

1) Implementation on the Platform: We implement the GFT, T-SAT and KPGD algorithms on a real test-bed. The topology of our platform is a small-scale topology Telstra from the Rocketfuel dataset [41]. The topology is composed of four main parts: a server installed with the controller's software, a set of OpenFlow enabled switches, a set of servers and some terminals. Specifically, we choose RYU [43] as the controller software running on a server with a core i7-9700k and 32GB of RAM. We build the data plane with 2 Pica8 3297 switches and 6 Open vSwitches (OVSes with version 2.8.5). Each OVS is run on a single server with a core i78700k processor and 32 GB of RAM. Besides, there are three kinds of VNFs, including IDS, Proxy and Monitor on servers, each of which is equipped with a core i5-3470 processor and 8GB of RAM.

We adopt the Packet Generator (PktGen) [42] to generate network traffic, which is a powerful tool also used by [44] [45]. Using PktGen, requests can be generated with various sizes and patterns. Since there are 8 switches in the network, each 5 -tuple flow is regarded as a request so as to generate more requests in the test-bed. In the experiments, we generate DCTCP pattern requests [42]. According to the request size distribution, the rate of $40 \%$ requests is set as 500 Kbps and that of the rest requests is set as 800 Kbps . We divide the differentiated services code point (DSCP) into four parts, i.e., DSCP 0-3, each of which accounts for $25 \%$. Since we implement our algorithm on a small-scale testbed, the server deployment problem can be optimally solved by the integer programming solver. Thus, we ignore the server deployment performance comparison among three algorithms here.
2) Testing Results: In the first set of experiments, we generate 30s TCP requests in the network. As shown in Fig. 9 , we count the number of installed rules on each switch and determine the maximum (average) number of these rules. Our proposed KPGD solution needs to install fewer rules than other solutions. For example, it needs to install 220 and 150
rules on switch $v_{4}$ by GFT and T-SAT, respectively, while KPGD installs only about 35 rules on this switch. In other words, KPGD can reduce the maximum number of rules by about $84 \%$ and $77 \%$ compared with GFT and T-SAT, respectively.

We also conduct the traffic dynamics, which require to dynamically update rules in the second set of experiments, on the test-bed implementation. We change the requests in the network over time. If these rules are updated at a low speed, the network performance will be greatly decreased. KPGD can achieve a lower update delay compared with the other two benchmarks by Fig. 10. Because our proposed algorithm can significantly reduce the number of required rules compared with other solutions. For example, when there are 600 requests in the network, KPGD reduces the number of rules by about $75 \%$ and $80 \%$ compared with T-SAT and GFT, respectively. Accordingly, less control overhead will be required between the controllers and the switches during update procedure. For example, Fig. 11 shows that KPGD can reduce control overhead by about $76 \%$ and $77 \%$ compared with T-SAT and GFT, respectively. Lower update delay and control traffic overhead show the better scalability of KPGD compared with two benchmarks.

## V. CONCLUSIONS

In this paper, we propose the incremental server deployment problem for construction of scalable NFV-based networks. We give the inapproximation performance of INSD with a ratio of $(1-\epsilon) \ln m$, for any $\epsilon>0$ and $m$ is the number of requests. We then design an efficient algorithm with an approximation performance of $2 \cdot H(q \cdot p)$ for INSD, where $q$ is the number of VNF's categories and $p$ is the maximum number of requests through a switch. The experimental results and extensive simulation results show the high efficiency of our proposed algorithm. In the future, we will study the server deployment without the pre-computed path for each request and build a moderate-size physical platform to support NFV and optimize the SFC realization.
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