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Abstract—Federated learning (FL) has been widely adopted to train machine learning models over massive data in edge computing. Most works of FL employ pre-defined model architectures on all participating clients for model training. However, these pre-defined architectures may not be the optimal choice for the FL setting since manually designing a high-performance neural architecture is complicated and burdensome with intense human expertise and effort, which easily makes the model training fall into the local suboptimal solution. To this end, Neural Architecture Search (NAS) has been applied to FL to address this critical issue. Unfortunately, the search space of existing federated NAS approaches is extraordinarily large, resulting in unacceptable completion time on the resource-constrained edge clients, especially under the non-independent and identically distributed (non-IID) setting. In order to remedy this, we propose a novel framework, called FINCH, which adopts hierarchical neural architecture search to enhance federated learning. In FINCH, we first divide the clients into several clusters according to the data distribution. Then, some subnets are sampled from a pre-trained supernet and allocated to the specific client clusters for searching the optimal model architecture in parallel, so as to significantly accelerate the process of model searching and training. The extensive experimental results demonstrate the high effectiveness of our proposed framework. Specifically, FINCH can reduce the completion time by about 30.6%, and achieve an average accuracy improvement of around 9.8% compared with the baselines.

Index Terms—Edge Computing, Federated Learning, Non-IID data, Neural Architecture Search.

1 INTRODUCTION

With the rapid proliferation of mobile devices in Internet of Things (IoT), more and more data are accumulated at the network edge (e.g., gateway, switch) [1]. With more data and advanced applications (e.g., autonomous driving, virtual reality), machine learning (ML) tasks will be a dominant workload in edge computing (EC) systems [2]. To alleviate the network bandwidth burden and protect privacy, federated learning (FL) becomes an efficient solution to analyze and process the distributed data on edge nodes for those ML tasks [3]. In some traditional FL schemes (e.g., FedAvg [3], CFL [4]), the parameter server (PS) first distributes the updated global model to the edge clients for training on their local datasets. Then, the clients send the local updated gradient (or model) to the server for global aggregation. Since the server will not directly access the local data of the clients, the risk of privacy leakage in the clients can be significantly relieved.

We observe that the existing FL schemes usually adopt a pre-defined model architecture with human expertise, bringing two primary disadvantages. First, the pre-defined architecture easily makes the model training fall into the local sub-optimal solution, leading to low training performance. Second, it is complex to develop an accurate and small enough model to be deployed at clients, which demands intense human effort in an iterative trial and error process [5]. In other words, manually designing more efficient architectures heavily relies on human experts’ experience. In order to mitigate the above disadvantages, we make the attempt to adopt Neural Architecture Search (NAS) [6] technique to design the proper network architecture for FL, which automates the design process of the model architecture without inefficient manual attempts. The searched NAS architectures have outperformed the best expert-designed architectures on many computer vision and natural language processing tasks [7].

To implement efficient FL with NAS in the edge computing, the following challenges should be taken into considerations.

\begin{itemize}
  \item \textbf{Non-IID Data:} Both FL and NAS rely on the stochastic gradient descent (SGD) algorithm [8], which is widely used to train neural networks with good empirical performance. The gradient-based algorithms are often based on the main assumption that data is independent and identically distributed (IID) [9]. However, it is impractical to assume that the local data on each client is always IID. For example, two surveillance cameras in different geographical locations may capture quite different views, e.g., pedestrians and vehicles. Therefore, the training performance degrades severely when the local datasets are highly Non-IID [10].
  \item \textbf{Limited Communication Resource:} Different from the dat-
\end{itemize}
TABLE 1: The comparison of the previous solutions and ours.

<table>
<thead>
<tr>
<th>Schemes</th>
<th>Non-IID Data</th>
<th>Limited Resource</th>
</tr>
</thead>
<tbody>
<tr>
<td>FedNAS [5]</td>
<td>●</td>
<td>○</td>
</tr>
<tr>
<td>One-shot NAS [16]</td>
<td>○</td>
<td>●</td>
</tr>
<tr>
<td>OneNAS [17]</td>
<td>●</td>
<td>○</td>
</tr>
<tr>
<td>FedorAS [18]</td>
<td>○</td>
<td>●</td>
</tr>
<tr>
<td><strong>Ours</strong></td>
<td>●</td>
<td>●</td>
</tr>
</tbody>
</table>

centers with sufficient communication resources, the bandwidth between the server and the workers is always limited in edge computing [11]. For example, the bandwidth within typical WANs is only 5~25Mb/s and is much less than that within datacenters (over 10Gb/s) [12]. Since the model parameters need to be frequently transmitted between the server and clients through WAN, FL demands a large amount of communication resources in contrast to the conventional centralized learning paradigm. As the size of VGG16 for the ImageNet dataset reaches 512MB [13], FL requires to consume more than 50GB of bandwidth if there are hundreds of workers, leading to network congestion easily.

- **Limited Computation Resource:** It has been proved that one-shot NAS method can achieve excellent performance in model searching [14], [15], which is also adopted in this work. In order to search for the optimal model architecture, a large number of subnets are sampled from a pre-trained supernet. Assume that a supernet containing 10 choice nodes (i.e., neurons) and the number of operations (e.g., convolution, pooling) between each node pair is 4, there would be $4^{10} = 1,048,576$ subnets in total. Thus, the cost of training the supernet could be multiple times that of a single subnet, which will result in an unacceptable computation overhead especially for the resource-constrained edge clients, leading to a long completion time.

Recently, several efforts have been made to tackle these challenges, which can be divided into two categories. A natural solution (or the first category) is to perform training on the whole model architecture, i.e., supernet-based [5], [16]. For example, He et al. [5] consider the solution, called FedNAS, of searching for a better deep neural network (DNN) architecture to improve the training performance under non-IID settings. Zhang et al. [16] advocate one-shot NAS as a basis to deal with the non-IID problem. However, their demand for great computational power contrasts with the low processing capacity on edge clients, leading to a long completion time. The second category [17] [18] tries to sample some subnets from the supernet to reduce the search space which consists of a lot of network architectures. In OneNAS [17], a randomly sampled subnet is transmitted to a number of randomly sampled clients for training without reinitialization, so as to reduce the communication and computation costs. FedorAS [18] samples a one-shot path for every client cluster based on the resource budgets for model search and training. Nevertheless, the process of fine-tuning or personalizing will introduce the extra computation cost. Moreover, both these schemes ignore the influence of data imbalance, i.e., non-IID data, on model searching and training. We compare the previous solutions with ours in Table 1. In a nutshell, none of the aforementioned works can fully address these critical challenges for FL with NAS.

To mitigate the challenges of non-IID data and limited network resource, we propose a novel framework, called FINCH, to enhance federated learning with hierarchical neural architecture search in edge computing. Specifically, we first divide all participating clients into different clusters according to the data distribution on each client, i.e., the data distribution in each cluster is close to independent identically distributed (IID). Then, several subnets will be sampled from the supernet and allocated to the proper client clusters for model searching and training, so as to significantly reduce the resource (e.g., computation and communication) cost and completion time. According to the testing results in Section 2.3, the training performance of FL mainly depends on the client clustering and subnet allocation. Thus, how to properly divide the clients into clusters and how to allocate the subnets to them are the key challenges in FINCH. The main contributions of this paper are:

- We propose a novel framework, called FINCH, which adopts hierarchical neural architecture search (NAS) to accelerate the process of federated learning, and formally proves the convergence of FINCH.
- We design an efficient algorithm (termed DCSA) to adaptively perform client clustering and subnet allocation, so as to achieve less completion time and resource usage for model searching and training.
- The extensive experimental results demonstrate the high effectiveness of our proposed framework. Specifically, FINCH can improve the test accuracy by about 9.8% under the resource constraints, and reduce the time cost by about 30.6%, compared with the benchmarks.

The rest of this paper is organized as follows. Section 2 introduces some preliminaries and proposes the novel framework of FINCH. The problem is formalized and the efficient algorithms are proposed for FINCH in Section 3. We give the convergence analysis in Section 4. In Section 5, the experiments are conducted and the corresponding results are presented. The related works are summarized in Section 6. Finally, we conclude the paper in Section 7.

2 PRELIMINARIES AND PROBLEM FORMULATION

2.1 Background

2.1.1 Federated Learning

FL is a variant of distributed machine learning (DML) and its objective function can be decomposed into a linear combination of $K$ local objective functions, where $K = |\mathcal{V}| > 1$ and $\mathcal{V}$ is the set of clients participating in the model training. Each local objective function depends on the private data hosted by a client and a set of shared parameters $\omega$. Considering a standard supervised learning task (e.g., L-class classification) where the predictive model is modeled as a fixed deep neural network, $A$ with learnable parameters $\omega$, the expected loss on each client $v_k \in \mathcal{V}$ is given as:

$$F_k(\omega, A | D_k) = \frac{1}{N_k} \sum_{i \in D_k} f(x_i, y_i; \omega, A)$$

(1)

where $D_k := \{(x_j, y_j)\}_{j=1}^{N_k}$ is the local training data comprising input-output tuples $(x, y)$ and $N_k$ is the local data size on the
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TABLE 2: Key Notations

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Semantics</th>
</tr>
</thead>
<tbody>
<tr>
<td>K</td>
<td>a set of local objective functions</td>
</tr>
<tr>
<td>T</td>
<td>the total number of training iterations</td>
</tr>
<tr>
<td>V</td>
<td>a set of participating clients</td>
</tr>
<tr>
<td>A</td>
<td>the neural network architecture</td>
</tr>
<tr>
<td>ω</td>
<td>the model parameters</td>
</tr>
<tr>
<td>δ</td>
<td>the convergence threshold of the model training</td>
</tr>
<tr>
<td>Δk</td>
<td>the dataset on the client k</td>
</tr>
<tr>
<td>N</td>
<td>the total data size on all clients</td>
</tr>
<tr>
<td>Nk</td>
<td>the local data size on the client vk</td>
</tr>
<tr>
<td>Dk</td>
<td>the local dataset in the client k</td>
</tr>
<tr>
<td>Q</td>
<td>the set of aggregators</td>
</tr>
<tr>
<td>B</td>
<td>the bandwidth budget on the server</td>
</tr>
<tr>
<td>b′rj</td>
<td>the bandwidth consumption by aggregator r for transmitting the model to the server at cluster Cj</td>
</tr>
<tr>
<td>h′t</td>
<td>the completion time of the cluster Cj at iteration t</td>
</tr>
<tr>
<td>F(w)</td>
<td>the empirical loss function</td>
</tr>
</tbody>
</table>

The network architecture of the pre-trained model on the server is usually composed of numerous amounts of cells, leading to a large search space.

In order to accomplish the architecture search, early pieces of literature mainly adopt several search policies, e.g., reinforcement learning (RL) [20] or evolutionary algorithms [17]. Nevertheless, these two solutions often use hundreds of GPUs for computation and take a large volume of GPU hours to finish the search [7]. For the sake of searching efficiency, Liu et al. [21] propose a differentiable NAS variant, in which a one-shot over-parameterized supernet is regarded as a full graph and all candidate architectures are derived as its sub-graphs (or subnets). To solve the objective function Eq. (2), previous works [22], [23] choose a fixed model architecture A and then design various optimization techniques to train the parameters ω. Our goal is to jointly learn the architecture A and the parameters ω within all the mixed operations (e.g., parameters of the convolution filters). Thus, the objective function Eq. (2) can be reformulated as:

\[ \min_{\omega,A} \mathcal{F}(\omega,A) = \min_{\omega,A} \sum_{k=1}^{K} \frac{N_k}{N} \cdot \mathcal{F}_k(\omega,A | D_k) \] (3)

Different from Eq. (2), the parameters ω and architecture A will be optimized simultaneously through solving the objective function Eq. (3).

2.2 FL with Hierarchical NAS

The previous works of FL with NAS mainly focus on finding an optimal candidate model (e.g., architecture and parameter) from a huge search space, leading to an enormous communication/computation overhead and an unacceptable completion time.
[24]. Although some works try to conquer these disadvantages, they always ignore the impact of non-IID data on the model searching and training, resulting in low performance. In order to tackle these challenges, we propose a novel framework to accelerate the training process of federated learning with hierarchical neural architecture search (FINCH) in edge computing.

FINCH aims to efficiently search for better model architecture and parameters within a given resource budget, considering data distribution among the clients. In order to significantly reduce the search space and accelerate the training process, we divide the clients into multiple clusters according to the data distribution and allocate proper subnets from the pre-trained supernet to these specified client clusters for model searching and training. The framework of FINCH includes the client side, the aggregator side and the parameter server side from bottom up. Specifically, the overall procedure of FINCH is illustrated in Alg. 1, including client clustering, local model searching and training, intra-cluster aggregation and inter-cluster aggregation.

1) Client Clustering: The clients in the network are organized into M clusters, i.e., $C = \{C_1, C_2, ..., C_M\}$, satisfying $\bigcup_{j=1}^{M} C_j = \mathcal{V}$ and $C_i \neq \emptyset, C_j \cap C_i = \emptyset, \forall i \neq j$. In each cluster, a client will be randomly selected as the aggregator. Each client sends its local updated model parameters and architecture to the selected aggregator $q_j$ in the cluster $C_j$, instead of directly sending them to the remote server for global aggregation. The set of all aggregators is denoted as $Q = \{q_1, q_2, ..., q_M\}$ with $M = |Q|$. Note that the detailed clustering algorithm will be introduced in Section 3.

2) Local Model Searching and Training: In the t-th iteration, each client $v_i$ performs model updating of parameters and architecture over its local dataset by the mini-batch SGD algorithm [7] (Line 21-25):

$$
\begin{align*}
\omega_i^t &= \omega_i^{t-1} - \eta \nabla \mathcal{F}_{tr}(\omega_i^{t-1}, A) \\
A_i^t &= A_i^{t-1} - \eta_A \left( \nabla \mathcal{F}_{tr}(\omega, A_i^{t-1}) + \pi \nabla \mathcal{F}_{val}(\omega, A_i^{t-1}) \right)
\end{align*}
$$

where $\omega_i^{t-1}$ is the latest model available to the $i$-th client at the start of the t-th iteration. $\mathcal{F}_{tr}(w, A)$ and $\mathcal{F}_{val}(w, A)$ denote the loss with respect to the local training data and validation data with $\omega$ and $A$, respectively. $\eta$ is the learning rate and $\pi$ is a non-negative regularization parameter that balances the importance of the training loss and validation loss. $\nabla \mathcal{F}(...)$ denotes the gradient computed on the batch of randomly-sampled local data.

3) Intra-cluster aggregation: Let $\lambda_1$ denote the number of local updating iterations before each intra-cluster aggregation, i.e., each client sends its local model updates to the aggregator if the number of iterations $t$ is an integer multiple of $\lambda_1$ (Line 13). The aggregator $q_j$ will aggregate the local updated model from the clients $v_i \in C_j$ [5] (Line 14):

$$
\begin{align*}
\hat{\omega}_j^t &= \frac{N_i}{N_j} \omega_i^t \\
\hat{A}_j^t &= \frac{N_i}{N_j} A_i^t
\end{align*}
$$

where $N_j$ denotes the total data size of clients in the cluster $C_j$.

4) Inter-cluster aggregation: Let $\lambda_2$ denote the number of intra-cluster aggregations on each aggregator before the inter-cluster aggregation, i.e., global model updating. If the number of iterations $t$ is the integer multiple of $\lambda_1 \lambda_2$, the parameter server will perform inter-cluster aggregation to obtain the updated model $\omega_j^t$ and architecture $\hat{A}_j^t$ (Line 3-7). After that, several subnets will be sampled from the supernet and allocated to the aggregators (Line 8-10). Subsequently, the aggregator $q_j$ distributes the updated model and architecture to each client in the cluster $C_j$, i.e., $\omega_i^t = \omega_j^t, A_i^t = \hat{A}_j^t$. Then, the client continues model searching with the received model from the aggregator for the next iteration. During the aggregation, the supernet will directly replace its parameters with the subnets’ model parameters, if there is no overlap between different subnets. Otherwise, the supernet will aggregate the parameters with different weights, if there is overlap between different subnets.

2.3 Illustration of FINCH

For a better explanation of FINCH, we give an example in Fig. 1. We adopt three different model searching methods (cases I-III) for comparison. As shown in the left plot of Fig. 1 (case I), only one subnet will be sampled and distributed to all participating...
TABLE 3: The completion time and test accuracy of FL under different schemes.

<table>
<thead>
<tr>
<th>Schemes</th>
<th>Fixed Target Accuracy</th>
<th>Fixed Completion Time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Same Subnet</td>
<td>Different Subnet</td>
</tr>
<tr>
<td>Non-Clustered</td>
<td>1.25 GPU/h</td>
<td>1.18 GPU/h</td>
</tr>
<tr>
<td>Clustered</td>
<td>1.06 GPU/h</td>
<td>0.85 GPU/h</td>
</tr>
</tbody>
</table>

clients in each iteration. Different from case I, each client will be allocated a unique subnet sampled from the supernet for model searching and training in case II, shown in the middle plot of Fig. 1. In FL, the performance of model searching and training (e.g., completion time and test accuracy) will be degraded on each client due to the skewness of the local data [16]. To this end, we divide the participating clients into multiple clusters according to the data on these clients, i.e., data distribution in each cluster is close to IID. For our proposed FINCH framework (case III), several subnets will be sampled and allocated to the proper client clusters for model searching and training, which will significantly accelerate the process of FL. Combining the example in Fig. 1, we perform two groups of tests to illustrate the advantages of FINCH.

We first test the performance (e.g., completion time and test accuracy) of FL under the non-IID setting. The first set of experiments observes the completion time of model searching and training, within a target test accuracy (e.g., 70%). We allocate the same subnet and different subnets to the clients, i.e., cases I and II, respectively. As shown in Table 3, these two cases take relatively long completion time (e.g., 1.25 and 1.18 GPU/hours) to achieve the target test accuracy because the data is Non-IID. To alleviate this problem, we try to perform client clustering such that the data distribution in each cluster is close to IID. When the same subnet is allocated to the clustered clients, the performance of model searching and training is well improved, e.g., the completion time is 1.06 GPU/hours. In order to further improve the time cost, we sample the different subnets to the clustered clients for searching and training in parallel, and the completion time of case III is about 0.85 GPU/hours. In other words, our proposed method (case III) can reduce the completion time by about 27% compared with the other solutions.

We also observe the performance of test accuracy within a fixed completion time (e.g., 1 GPU/hour). Since our proposed method can reduce the search space, less time is needed to complete the model searching and training. Table 3 shows that our proposed method outperforms the other three solutions. Specifically, case III can improve the average test accuracy by about 13.3% compared with cases I and II. Thus, our FINCH can significantly improve the training performance, including completion time and test accuracy, compared with the benchmark cases. Nevertheless, the performance improvement of model searching and training also depends on the different ways of client clustering and subnet allocation, which will be introduced in Section 3.

3 ALGORITHM DESIGN

In fact, the data distribution on the clients may not frequently change [25]. Thus, we first perform client clustering after a given number (e.g., 10) of rounds. We design an efficient algorithm, called DCSA, to obtain the optimal client clustering and subnet allocation, respectively. In DCSA, we first find the proper client clustering scheme according to the data distribution in the network, so as to reduce the impact of non-IID data on the model searching and training performance. Then, we sample the subnets from the pre-trained supernet and allocate them to the client clusters, considering the evaluation performance and the difference between the data distribution of the cluster and the population distribution.

3.1 Client Clustering

According to the test results in [16], the data distribution on each client cluster has a great influence on model searching and training. Therefore, we try to reduce the distance between the data distribution of local data on each cluster and the population distribution of the global dataset. To this end, we adopt earth mover distance (EMD) [26] to measure the difference of data distribution between two datasets $D_1$ and $D_2$:

$$S(D_1, D_2) = \sum_{l_i \in L} \left\| \frac{N_i^1}{N_i} - \frac{N_i^2}{N_i} \right\|_2$$

(6)

where $l_i \in L$ and $L = \{l_1, l_2, \ldots, l_z\}$ is the label space of classification problem. $N_i^j$ denotes the total size of data labeled as $l_i$ in cluster $V_j$. Then, we adopt $S_j$ to denote the difference of data distribution between the global dataset and cluster $V_j$’s dataset:

$$S_j = S(D, D_j) = \sum_{l_i \in L} \left\| \frac{N_i^j}{N_i} - \frac{N_i}{N_i} \right\|_2 = \sum_{l_i \in L} \left\| \psi_i - \phi_i^j \right\|$$

(7)

where $\psi_i$ and $\phi_i^j$ denote the proportion of the data labeled $l_i$ in the total data and the cluster $V_j$’s data, respectively.

Let $y_i^j$ denote whether client $v_i$ belongs to cluster $V_j$ or not. In other words, $y_i^j = 1$ if $q_j$ is the aggregator of client $v_i$; $y_i^j = 0$ otherwise. The server will select the aggregator according to the transmission delay for each cluster at a fixed interval. Note that the selected aggregator may not be available or down because of mobility, the server will intermittently communicate with the aggregator to ensure system reliability. The client clustering strategy $Y = \{y_i^j\}_{v_i \in V, q_j \in Q}$ needs to be efficiently determined. During client clustering, we mainly consider two common constraints in FL, i.e., the model convergence and completion time. In DCSA, an aggregator traverses the data distribution of all the unassigned clients and selects the clients whose data distributions can make the cluster’s data distribution to be the closest to the population distribution. Accordingly, we define the cluster construction problem for DCSA:

$$\min_{Q} \max_{Q} S(D, D_j)$$

s.t.\[
\left\{\begin{array}{l}
F(\omega) \leq \delta \\
H(V) \leq H_{max} \\
\sum_{q_j \in Q} y_i^j = 1, \quad \forall q_j \in Q \\
y_i^j \in \{0, 1\}, \quad \forall v_i \in V, \forall q_j \in Q
\end{array}\right.\]

(8)
The first inequality expresses the convergence requirement, where \( \delta \) is the convergence threshold of the loss value of the learning task. The second set of inequalities represents that the completion time of each cluster should not exceed the given threshold \( H^{\text{max}} \). The third set of equalities denotes that each client belongs to a unique cluster. Our goal is to minimize the maximum difference between the data distribution of the cluster and population distribution of the global dataset under clustering strategy \( \mathcal{Y} \).

We introduce the client clustering algorithm for FINCH, which is formally described in Alg. 2. Some parameters, e.g., data size, the threshold of completion time and convergence, are first initialized (Lines 1-2). At the beginning, we randomly select a client from \( \mathcal{V}^{\prime} \) for cluster initialization (Line 4). To avoid all clients being in only one cluster, we set the threshold for the maximum number of clients \( Q \) and the completion time \( H^{\text{max}} \) in each cluster (Line 5). A client is assigned to the cluster each time, considering the data distribution of each client and population distribution (Lines 7-12). The client clustering algorithm will terminate when all clients are assigned to the clusters (Line 13).

### 3.2 Subnet Allocation

#### 3.2.1 Search Space Design in NAS

After the client cluster has been constructed, our proposed algorithm samples the subnets from the supernet and allocates them to the specified clusters. In this work, we mainly concentrate our efforts on a computational vision problem as it is a common task for edge clients. Hence, we design our search space, i.e., supernet, based on convolutional neural networks (CNNs) [27]. Following the DARTS approach [21], we define a directed acyclic graph (DAG) where all predecessor nodes are connected to every intermediate node with all possible operations. However, finding an optimal model architecture requires an enormous amount of resource (e.g., computation and time) in such a large search space with hundreds and thousands of nodes in DAG [21]. Assume that there are 100 nodes in the supernet, and 4 optional operations for each node pair. There are totally about \( 1.6 \times 10^{60} \) candidate subnets, leading to intolerable completion time (e.g., 1,000 GPU/hours). In order to reduce the search space, some works adopt a cell with several nodes (e.g., 4 or 5) as the granularity for model searching. Then, the optimal model architecture is formed by stacking the searched cell.

For better illustration, we give an example of a cell in Fig. 2. Inside a cell, several nodes with some potential operations are connected between the input node and output node. For convolutional cells, the input nodes are defined as the cell outputs in the previous two layers. The task of learning the cell therefore reduces to learning the operations on its edges [21]. Although searching a model with a single cell can significantly reduce the completion time, however, the architecture obtained by stacking this cell usually needs a lot of rounds of retraining to achieve better test accuracy, especially under the non-IID setting [28]. To alleviate this problem, we form the cell group as the supernet for model searching. Specifically, the subnets are sampled from the cell group and allocated to the specified clients. After that, the optimal subnet with the best test accuracy is stacked to form the final model architecture. Compared with the single cell scheme, the model architecture obtained by our proposed scheme requires less completion time, and significantly improves the test accuracy.

We further test the impact of the number of cells and groups on the performance of model searching and training. A large number of cells indicate more computation overhead while the edge client is always resource-constrained. In order to meet the resource capacity constraints, let the maximum number of cells be 50 for efficient searching and training [24]. Given a fixed number of iterations, we observe the test accuracy and completion time by changing the number of cells from 1 to 50. As shown in Fig. 3, the test accuracy increases with the number of cells, but with the rapid growth of completion time. When there are more than 20 cells, the test accuracy gradually tends to be stable, however, the completion time still increases sharply. Thus, we choose 20 cells as the size of the target model architecture. We then test the performance of model searching with different numbers of groups. In Fig. 4, we change the number of cells in each group as 1, 2, 4, 10 and 20. The test results show that more cells in a group will significantly improve the training performance (e.g., accuracy), however, leading to higher computation overhead. In order to achieve a balance between the performance and resource consumption, we select 4 cells as a group for model searching. When the optimal subnet in the group is explored, it will be stacked several times to form the final model architecture.

#### 3.2.2 Algorithm for Subnet Allocation

Note that the proper subnet allocation can significantly improve the model searching efficiency and training performance according to the test results in Section 2.3. Intuitively, one straightforward idea is to put more training budgets or data on models that are likely to achieve better performance. According to the testing results in [29], increasing the training budget can significantly improve the training performance of DNN. However, the worse performing models that are usually ignored also have an important influence on the model training [29]. Thus, we should push the performance limits of the worse performing models, which

---

**Algorithm 2 Client Clustering in DCSA**

1. Initialize data size \( N_i, N_j, \) \( i \in C, j \in L \); the threshold of completion time \( H^{\text{max}} \) and convergence threshold \( \delta \).
2. Initialize \( \mathcal{Q} \leftarrow \emptyset \); \( \mathcal{V} \leftarrow \mathcal{V} \).
3. while \( \mathcal{V} \neq \emptyset \) do
   4. Select a client from \( \mathcal{V} \) for cluster initialization randomly, i.e., \( q_i \leftarrow \emptyset \), \( \forall v_i \in \mathcal{V} \).
   5. while \( H^{\mathcal{Q}'} \leq H^{\text{max}} \) and \( |q_i| \leq Q \) do
      6. Find the client \( \mathcal{V}_j \) with the closest data distribution:
         \[ \mathcal{V}_j \leftarrow \arg\min_{v \in \mathcal{V}} S(D_i, D_{v_j} + v_j) \]
      7. Assign the client to the cluster \( \mathcal{Q} \)
         \[ \mathcal{Q} \leftarrow \mathcal{Q} + \{ v_i \} \]
      8. \( \mathcal{Q} \leftarrow \mathcal{Q} + \{ v_i \} \]
      9. \( H^{\mathcal{Q}'} = 1 \)
   10. return final clustering strategy \( \mathcal{Y} \) and client clusters \( \mathcal{Q} \).
can bring a better optimized weight-sharing graph, such that all trainable components (e.g., channels) reach their maximum potential in contributing to the final performance. Besides, it can lead to more informative gradients and better exploration in the architecture space, thus yielding better NAS performance [29].

We first give the definition of subnet allocation in hierarchical NAS (SA-HNAS) problem. In order to improve the speed of model searching and training, several subnets are sampled and allocated to the client clusters. $x_{i,j}^t$ denotes whether the subnet $(\omega_i, A_j)$ is allocated to the cluster $C_j$ or not at iteration $t$. If $x_{i,j}^t = 1$, the subnet $(\omega_i, A_j)$ will be allocated to the client cluster $C_j$ for further searching and training. Otherwise, $x_{i,j}^t = 0$. Without loss of generality, three main kinds of resources, i.e., computation cost, network bandwidth and completion time, are taken into considerations in this work.

Searching and training the deep neural network is always computation-expensive for the resource-constrained clients, especially the larger models are usually selected for better model performance [28]. We believe that the number of floating-point operations (FLOPs) is reasonable to use as a proxy measure for actual computation cost [16]. Let $\text{flops}(\cdot)$ denote the number of floating points of the sampled architecture which is a commonly used metric to evaluate model complexity.

We use $B_t$ to represent the bandwidth budget on the server, which is configured by the users at the beginning of model training. Let $b_{i,j}(\omega_i, A_j)$ denote the bandwidth consumption by aggregator $r$ for transmitting the local model parameters $\omega_i$ and architecture $A_j$ of the cluster $C_j$ to the server. Thus, the bandwidth consumption of the cluster $C_j$ at iteration $t$ is

$$B^t_j = \sum_{\omega_i, A_j} b_{i,j}(\omega_i, A_j) = b^t_{\text{tr}}(\omega_i, A_j) + b^t_{\text{val}}(\omega_i, A_j),$$

where $\sum_{\omega_i, A_j} b_{i,j}(\omega_i, A_j)$ denotes the bandwidth consumption of model transmission between the aggregator $r$ and the clients in the cluster $C_j$.

In practice, some tasks often need to be completed within a deadline. There are two main steps in the proposed scheme, including searching phase and training phase. We use $d_{\text{tr}}^t(\omega_i, A_j)$ and $d_{\text{val}}^t(\omega_i, A_j)$ to denote the completion time of model training and searching in the cluster $C_j$ at iteration $t$, respectively. Therefore, the completion time of the cluster $C_j$ at iteration $t$ is:

$$h^t_j = \max\{d_{\text{tr}}^t(\omega_i, A_j), d_{\text{val}}^t(\omega_i, A_j)\},$$

Furthermore, the completion time of all participating clients at iteration $t$ can be denoted as $H^t = \max_{i\in M} h^t_i$. Accordingly, we formulate the SA-HNAS problem as follows:

$$\begin{align*}
\min_{T \in \{1,2,\ldots\}} & H^t \\
\text{s.t.} & \quad \mathcal{F}(\omega_T, A^T) \leq \delta, \\
& \quad \text{flops}(A^T_j) \leq \text{FLOPs}_{\text{max}}^j, \quad \forall t \\
& \quad \sum_{t=1}^{T} \sum_{j=M}^{M} B^t_j \leq B \\
& \quad \sum_{j \in M} \text{val}_j^t = 1, \quad \forall i, t \\
& \quad x_{i,j}^t \in \{0,1\}, \quad \forall i, j, t
\end{align*}$$

The first inequality ensures the convergence of model training after $T$ training iterations. The second and third inequalities ensure the computation and communication constraints during the model searching and training, respectively. The last set of constraints tells that each sampled architecture of model will only be assigned to one cluster. The objective of the SA-HNAS problem is to minimize the completion time of FL process.

In order to efficiently solve this problem, we propose a greedy-based algorithm to allocate optimal subnets to the clustered clients, considering the evaluation performance, resource consumption and data distribution. Specifically, the subnet with more resource consumption and worse performance will be allocated to the cluster which has a larger non-IID level of local data, so as to significantly improve the performance of model searching and training. For resource consumption, we mainly consider the communication (bandwidth consumption) and computation (FLOPs) respectively. Accordingly, we define the resource consumption as follows:

$$R^t_j = \epsilon \cdot \frac{B^t_j}{B} + (1 - \epsilon) \cdot \frac{\text{flops}(A^t_j)}{\text{FLOPs}_{\text{max}}^j}$$

where $\epsilon \in (0, 1)$ is determined by the specific requirements to balance objectives. For instance, when computation consumption dominates the resource cost, a small weight $\epsilon$ will be set for computation consumption in the function. Besides, we adopt the difference between the data distribution of cluster $D_j$ and the population distribution of global dataset $D$, i.e., $S(D, D_j)$, to represent the level of data imbalance, i.e., non-IID. In other words, the greater the difference of the data distributions, the larger the level of non-IID data on the cluster. During the subnet allocation, each client cluster $C_j$ is also assigned a weight $\varphi_j \in [0,1]$, along with $\sum_{C_j \in C} \varphi_j = 1$. The server will perform weighted aggregation of each subnet $A_j$ from the client cluster $C_j$ with the weight $\varphi_j$. 

![Fig. 2: An example of search space in NAS.](image-url)
Algorithm 3 Subnet Allocation in DCSA

1: Initialize allocation strategy \( X = \{x_{i,j}^0\} \) and resource cost \( R = \{R_j^0\}, \forall v_i \in V, q_j \in Q; V' \leftarrow V; \) the set of subnets \( A \)
2: for each global update \( t = T/\lambda_1 \) do
3: \( \) Obtain the cost \( R_j^{t-1} \) by Eq. (12) and the evaluation accuracy \( \sigma_j^{t-1} \) of subnet \( A_i^{t-1} \) on the cluster \( j \) if \( x_{i,j}^{t-1} = 1 \)
4: \( \) Compute the non-IID level for each cluster \( q \in Q \)
5: \( \) Range the clusters \( q \in Q \) in increasing order with the non-IID level to form the updated set \( Q' \)
6: \( \) Range the subnets \( A \in A \) in the decreasing order with \( c_i^{t-1}/R_j^{t-1} \) to form the updated set \( A' \)
7: for \( k = 1 \) to \( |Q'| \) do
8: \( \) \( i \leftarrow A'[k] \)
9: \( \) \( j \leftarrow Q'[k] \)
10: \( x_{i,j}^t = 1 \)
11: \( X \leftarrow X \cup x_{i,j}^t \)
12: return final subnet allocation strategy \( X \)

We introduce the detailed algorithm for subnet allocation in Alg. 3. At the beginning, the allocation strategy \( X = \{x_{i,j}^0\} \) and resource cost \( R = \{R_j^0\} \) are initialized (Line 1), where \( x_{i,j}^t \) and \( R_j^0 \) denote whether the subnet \( i \) is assigned to the cluster \( j \) or not and the resource cost on the cluster \( j \) at iteration \( t \), respectively. The network information (e.g., resource consumption and evaluation accuracy) is collected by the server (Line 3). Specifically, \( c_i^{t-1} \) denotes the evaluation accuracy on the cluster \( j \) at iteration \( t-1 \). Besides, we compute the level of non-IID data in each client cluster (Line 4). Then, we range the client cluster and sampled subnets according to the network information and data distribution, respectively (Line 5-6). Finally, each sampled subnet is allocated to the proper client cluster for model searching and training (Line 7-12). Thus, the model searching and training will be efficiently performed through the client clustering and subnet allocation algorithms in DCSA.

4 Convergence Analysis

To show the feasibility of the proposed framework, we prove that FINCH can achieve a constant convergence bound. In FINCH, the model searching and training of the sampled subnet in each cluster are performed simultaneously. We first introduce some lemmas which have been proved in [30].

Lemma 1. Let \( L > 0 \). The function \( F_i \) of each subnet on client \( v_i \) searched by the NAS algorithms satisfies the block-wise Lipschitz smoothness for any model weight \( x \) and \( y \):
\[
\left\| \frac{\partial F_i}{\partial x} - \frac{\partial F_i}{\partial y} \right\| \leq L \| x - y \| \quad (13)
\]

Lemma 2. Let \( \sigma > 0 \). The gradient variance of searched subnet by NAS is bounded by:
\[
\mathbb{E} \left\| \frac{\partial F_i}{\partial x} - \mathbb{E} \frac{\partial F_i}{\partial x} \right\|^2 \leq \sigma^2 \quad (14)
\]

The varied subnets can perform model searching and training independently on multiple client clusters in parallel [31], [32]. Combining the Lemmas 1-2, we then make the following assumptions on the functions \( F_i, v_i \in V \) for analysis [33].

Assumption 1. (Smoothness) \( F \) is \( L \)-smooth with \( L > 0 \), i.e., it always holds \( F(y) - F(x) \leq (\nabla F(x), y-x) + \frac{L}{2}\| y-x \|^2 \) for any two model parameters \( x \) and \( y \).

Assumption 2. (Strong Convexity) \( F_i \) is \( \mu \)-strongly convex with \( \mu > 0 \), i.e., it always holds \( F_i(y) - F_i(x) \geq (\nabla F_i(x), y-x) + \frac{\mu}{2}\| y-x \|^2 \) for any two model parameters \( x \) and \( y \).

Assumption 3. (Bounded Gradient Variance) The variance of gradients at each client cluster \( C_j \in V \) is bounded:
\[
\mathbb{E} \| \nabla F(\omega) - \nabla F_j(\omega) \|^2 \leq \sigma^2, \text{ where } \sigma \text{ is a positive number.}
\]

Assumption 4. (Existence of Global Optimization) Assume that there exists at least one solution, denoted as \( \omega^* \), to achieve the global minimum of the loss function \( F(\omega) \).

We first introduce some parameters (e.g., \( \lambda_1 \) or \( \lambda_2 \)) for convergence analysis. Our FINCH framework adopts hierarchical NAS for model searching and training. In FINCH, intra-cluster aggregation may occur over LANs, while inter-aggregation usually occurs over WANs with more bandwidth consumption [34]. In order to save the resource cost, the frequency of intra-cluster aggregation should be increased (e.g., \( \lambda_1 = 1 \)), while that of inter-cluster aggregation needs to be decreased for efficient model searching and training. We first prove that the aggregated cluster model is equal to training on the cluster’s virtual aggregated dataset with the searched architecture \( A \) at each iteration \( t \) (Theorem 3).

Theorem 3. If the number of local updating iterations is 1, i.e., \( \lambda_1 = 1 \), the aggregated cluster model \( \tilde{\omega}_j^t \) satisfies:
\[
\tilde{\omega}_j^t = \omega_j^{t-1} - \eta \nabla F_j(\omega_j^{t-1}) \quad (15)
\]
where \( F_j \) is the loss function on dataset \( D_j \).

Proof. By Eqs. (4) and (5), we have
\[
\tilde{\omega}_j^t = \sum_{v_i \in C_j} \rho_j^t (\omega_j^{t-1} - \eta \nabla F_i(\omega_j^{t-1})) = \sum_{v_i \in C_j} \rho_j^t \omega_j^{t-1} - \eta \sum_{v_i \in C_j} \rho_j^t \nabla F_i(\omega_j^{t-1}) = \omega_j^{t-1} - \eta \sum_{v_i \in C_j} \rho_j^t \nabla F_i(\omega_j^{t-1}) \quad (16)
\]
where \( \rho_j^t = \frac{N_j}{N} \) and \( \nabla F_i(\omega_j^{t-1}) := \nabla F_{4t}(\omega_j^{t-1}, A) \). Due to the linearity of the gradient operator, we can derive that
\[
\sum_{v_i \in C_j} \rho_j^t \nabla F_i(\omega_j^{t-1}) = \nabla \sum_{v_i \in C_j} \rho_j^t F_i(\omega_j^{t-1}) = \nabla F_j(\omega_j^{t-1}) \quad (17)
\]
Taking Eq. (17) into Eq. (16), we have
\[
\tilde{\omega}_j^t = \omega_j^{t-1} - \eta \nabla F_j(\omega_j^{t-1}) \quad (18)
\]

FINCH searches for the optimal model architecture and trains the model parameters at the same time. Assume that FINCH performs a total of \( T \) training iterations, and the number of inter-
cluster aggregations is $G = T/\lambda_2$. Combining Theorem 3, we prove the convergence of our FINCH framework.

**Theorem 4.** Let $\omega_0$ be the initial global model. Thus, the trained global model satisfies

\[
\mathcal{F}(\omega^T) - \mathcal{F}(\omega^*) \leq \tau(\mathcal{F}(\omega^0) - \mathcal{F}(\omega^*)) + \frac{(1 - \tau)^2}{2L\mu}\]

where $\tau = \left(1 - L\mu\eta\right)^T$.

**Proof.** For $g_j \in Q$, $t = g\lambda_2$, it holds that

\[
\tilde{\omega}_t = \tilde{\omega}_{g\lambda_2} = \omega_{g\lambda_2-1} - \eta\nabla \mathcal{F}_j(\omega_{g\lambda_2-1}^{2})
\]

where $g \in \{0, 1, ..., G\}$ is the index of inter-cluster aggregations.

According to Assumption 1, it is obvious that $F$ is $L$-smooth. If $0 < L \leq 1$, it follows

\[
\mathcal{F}(\omega_{g\lambda_2-1}^{2}) - \mathcal{F}(\omega^*) \leq \frac{L\eta\sigma^2}{2} \left\| \nabla \mathcal{F}_j(\omega_{g\lambda_2-1}^{2}) - \nabla \mathcal{F}_j(\omega_{g\lambda_2-1}^{2}) \right\|^2
\]

Substituting $\omega$ in Assumption 3 by $\omega_{g\lambda_2-1}^{2}$, we have

\[
\left\| \nabla \mathcal{F}_j(\omega_{g\lambda_2-1}^{2}) - \nabla \mathcal{F}_j(\omega_{g\lambda_2-1}^{2}) \right\|^2 \leq \sigma^2
\]

Combining Assumptions 2 and 4, it follows

\[
\left\| \nabla \mathcal{F}_j(\omega_{g\lambda_2-1}^{2}) - \nabla \mathcal{F}_j(\omega_{g\lambda_2-1}^{2}) \right\|^2 = \left\| \nabla \mathcal{F}_j(\omega_{g\lambda_2-1}^{2}) - \nabla \mathcal{F}_j(\omega^*) \right\|^2
\]

By taking Eqs. (22) and (23) into Eq. (21), we obtain

\[
\mathcal{F}(\omega_{g\lambda_2}^{2}) - \mathcal{F}(\omega^*)\]

\[
\leq (1 - L\mu\eta^2)\mathcal{F}(\omega_{g\lambda_2-1}^{2}) - \mathcal{F}(\omega^*) + \frac{L\eta\sigma^2}{2}
\]

\[
\leq (1 - L\mu)^{2}\mathcal{F}(\omega_{g\lambda_2-1}^{2}) - \mathcal{F}(\omega^*) + \frac{[1 - (1 - L\mu)^{2}\sigma^2]}{2L\mu}
\]

\[
\leq (1 - L\mu)^{2}\mathcal{F}(\omega_{g\lambda_2-1}^{2}) - \mathcal{F}(\omega^*) + \frac{[1 - (1 - L\mu)^{2}\sigma^2]}{2L\mu}
\]

where $\omega_{g\lambda_2}^{2} = \omega_{g\lambda_2-1}^{2}$ because the global model updating is performed with the cluster models when the index of the current iteration is an integer multiple of $\lambda_2$. Let $\Phi_j = N_j/N \in \{0, 1\}$. We can obtain the difference between $\mathcal{F}(\omega^T)$ and $\mathcal{F}(\omega^*)$ by the global updating of $G$ times in Eq. (3) as follows:

\[
\mathcal{F}(\omega^T) - \mathcal{F}(\omega^*) = \mathcal{F}(\omega_{G\lambda_2}^{2}) - \mathcal{F}(\omega^*)
\]

\[
\leq \sum_{g_j \in Q} \phi_j(\tilde{\omega}_{\lambda_2}^{2} - \omega^*)
\]

\[
\leq (1 - L\mu)^{2}\mathcal{F}(\omega_{(g-1)\lambda_2}^{2}) - \mathcal{F}(\omega^*) + \frac{[1 - (1 - L\mu)^{2}\sigma^2]}{2L\mu}
\]

\[
\leq (1 - L\mu)^{2}\mathcal{F}(\omega_{(g-1)\lambda_2}^{2}) - \mathcal{F}(\omega^*) + \frac{[1 - (1 - L\mu)^{2}\sigma^2]}{2L\mu}
\]

where $\omega_{(g-1)\lambda_2} = \omega_{(g-1)\lambda_2}$ because the global model updating is performed with the cluster models when the index of the current iteration is an integer multiple of $\lambda_2$. Let $\Phi_j = N_j/N \in \{0, 1\}$. We can obtain the difference between $\mathcal{F}(\omega^T)$ and $\mathcal{F}(\omega^*)$ by the global updating of $G$ times in Eq. (3) as follows:

\[
\mathcal{F}(\omega^T) - \mathcal{F}(\omega^*) = \mathcal{F}(\omega_{G\lambda_2}^{2}) - \mathcal{F}(\omega^*)
\]

\[
\leq \sum_{g_j \in Q} \phi_j(\tilde{\omega}_{\lambda_2}^{2} - \omega^*)
\]

\[
\leq (1 - L\mu)^{2}\mathcal{F}(\omega_{(g-1)\lambda_2}^{2}) - \mathcal{F}(\omega^*) + \frac{[1 - (1 - L\mu)^{2}\sigma^2]}{2L\mu}
\]

Thus, we complete the proof of convergence analysis and conclude that our FINCH framework can achieve a constant convergence bound.

## 5 PERFORMANCE EVALUATION

### 5.1 Performance Metrics and Benchmarks

In this paper, we evaluate the performance of different schemes by adopting five metrics as follows: (1) Training loss is used to validate whether an FL algorithm can efficiently guarantee the convergence or not. (2) In each round, we will evaluate the global model on test dataset and record the test accuracy. (3) Network traffic, i.e., bandwidth consumption, is the total size of the model transmitted through the network for model distribution and aggregation among all clients, which quantifies the communication cost in training. (4) Completion time is the time duration until training terminates, which evaluates the training speed. (5) Multiply-accumulate operations (MACs) is always adopted for specifying computation cost, i.e., FLOPs, on the edge client.

We compare FINCH with five classical FL schemes, i.e., HFL [23], FedNas [5], DecNas [6], OneNas [17] and FedorAS [18]. In order to evaluate the efficiency of NAS, we compare FINCH with HFL [23], which adopts the pre-defined CNN model architecture in hierarchical federated learning paradigm to handle the non-IID problem. Furthermore, we compare FINCH with the following four solutions to test the performance improvement of hierarchical NAS. Specifically, FedNas [5] first searches for the cell architecture as the proxy task and then transfers the learnt structure to the target dataset. DecNas [6] generates a group of candidate neural architectures which are trained locally on clients, and the best one will become the backbone model in the next iteration. In OneNas [17], one-shot NAS is introduced as a basis to deal with limited resource issue, where a large network is adopted as the global model, including all candidate network architectures. The main idea of FedorAS [18] is to sample a subspace for each client considering its resource budgets, focusing on the device heterogeneity and communication efficiency. Finally, we adopt the scheme Random which randomly select the subnet for each client cluster to show the effectiveness of our proposed algorithm SA-HNAS in FINCH.

### 5.2 Simulation Evaluation

#### 5.2.1 Evaluation Settings

We build an FL experimental environment on an AMAX deep learning workstation (CPU: Intel 671 (R) E5-2620v4, GPU: NVIDIA TITAN RTX), upon which the baselines are implemented with PyTorch [35]. Our experiments are performed on Ubuntu 18.04, CUDA v10.0, cuDNN v7.5.0. On each client, the batch
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The model size and training performance for HFL and other classical models, e.g., AlexNet, VGG16. Thus, the network architecture searched by FINCH is more lightweight compared with the pre-defined models, which allows the model to be deployed on the resource-constrained edge clients.

**TABLE 4: The model size and test accuracies of pre-defined network architectures and ours.**

<table>
<thead>
<tr>
<th>Model</th>
<th>Parameter (M)</th>
<th>Model Size (MB)</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>HFL</td>
<td>20.6</td>
<td>78.5</td>
<td>77.8%</td>
</tr>
<tr>
<td>AlexNet</td>
<td>3.8</td>
<td>14.6</td>
<td>73.6%</td>
</tr>
<tr>
<td>VGG16</td>
<td>15.3</td>
<td>58.2</td>
<td>77.4%</td>
</tr>
<tr>
<td>ResNet18</td>
<td>11.2</td>
<td>42.6</td>
<td>73.2%</td>
</tr>
<tr>
<td><strong>FINCH</strong></td>
<td><strong>3.12</strong></td>
<td><strong>11.9</strong></td>
<td><strong>76.9%</strong></td>
</tr>
</tbody>
</table>

From Fig. 6, given a fixed number of iterations (e.g., 200), the test accuracy of HFL and FINCH is about 62.6% and 68.4%, respectively. In other words, our proposed framework can improve the test accuracy by about 5.8% compared with the method which adopts the pre-defined model. Besides, we test the resource consumption of two schemes with different target accuracies. Our proposed method with NAS will search for a smaller network.
architecture than the pre-defined model, reducing the computation and communication cost. Fig. 7 reveals that the cost of computation and communication gradually increase with the increasing accuracy in HFL and FINCH. However, the increasing ratio of FINCH is slower than that of HFL. For example, given the target accuracy of 70%, the completion time and bandwidth cost of FINCH are about 2.2 GPU/h and 404 MB, while those of HFL are about 2.38 GPU/h and 552 MB, respectively. FINCH can reduce the completion time and communication cost by about 7.6% and 26.8% compared with HFL. Thus, our proposed framework with NAS will significantly improve the performance of model searching and training for FL.

In order to test the effectiveness of the algorithm SA-HNAS in FINCH, we compare it with the scheme of Random, which randomly assign the subnet to each client cluster for model search and training. The randomly selected subnets may not be suitable for the client clusters, leading to a longer search time and poor training performance under resource constraints. The test results in Fig. 6 show that FINCH can achieve better performance, including training loss and test accuracy, compared with Random. For example, given 200 training iterations, the test accuracy of FINCH is about 68.4%, which that of Random is about 65.2%. In other words, FINCH can improve the accuracy performance by about 3.2% compared with Random. In addition, the required computing time and communication cost of FINCH is less than that of Random. As shown in Fig. 7, FINCH can reduce the bandwidth cost by about 22% compared with Random when achieving the target accuracy of 80%. Thus, the experimental results reveal that our proposed algorithm SA-HNAS in FINCH outperforms Random in terms of training performance and resource cost.

2) Convergence Performance: In the second set of experiments, we observe the performance of model convergence under IID and non-IID data settings. We adopt CIFAR10 and ImageNet100 datasets for model searching and training. Our proposed FINCH framework will perform more iterations compared with these baselines under the same resource budgets (e.g., network bandwidth). As shown in Table 5, FINCH improves the performance of model training, i.e., test accuracy, under both IID and non-IID settings. For CIFAR10, the test accuracy of FINCH is about 80.7%, while that of FedNas, DecNas, OneNas and FedorAS is 78.5%, 77.2%, 76.4% and 78.7% under IID setting, respectively. Besides, we observe that the test accuracy of all the methods show diverse degrees of decline under the non-IID setting. However, with efficient client clustering and subnet allocation, FINCH outperforms the other four schemes on all the datasets. Concretely, FINCH, FedNas, DecNas, OneNas and FedorAS separately achieve the accuracy of 55.3%, 50.6%, 46.2%, 39.7% and 51.4% on the ImageNet100 dataset. The experimental results significantly demonstrate the effectiveness of our proposed FINCH framework.

<table>
<thead>
<tr>
<th>CIFAR10</th>
<th>ImageNet100</th>
<th>CIFAR10</th>
<th>ImageNet100</th>
</tr>
</thead>
<tbody>
<tr>
<td>IID</td>
<td>non-IID</td>
<td>IID</td>
<td>non-IID</td>
</tr>
<tr>
<td>FedNas</td>
<td>78.5</td>
<td>71.3</td>
<td>60.2</td>
</tr>
<tr>
<td>DecNas</td>
<td>77.2</td>
<td>67.6</td>
<td>57.4</td>
</tr>
<tr>
<td>OneNas</td>
<td>76.4</td>
<td>65.2</td>
<td>54.9</td>
</tr>
<tr>
<td>FedorAS</td>
<td>78.7</td>
<td>73.2</td>
<td>61.7</td>
</tr>
<tr>
<td><strong>FINCH</strong></td>
<td><strong>80.7</strong></td>
<td><strong>76.8</strong></td>
<td><strong>64.7</strong></td>
</tr>
</tbody>
</table>

3) Resource Consumption: We observe the resource cost (e.g., network bandwidth, FLOPs and completion time) of four schemes given a target accuracy (e.g., 80%) under the non-IID setting (ζ = 0.2). The CIFAR10 dataset is adopted for model searching and training. In FINCH, the parameter server will perform global model updating after receiving the local updated models from all aggregators, instead of the edge clients. Thus, FINCH requires less network bandwidth than other schemes during model transmission. In Table 6, the bandwidth consumption of FINCH is about 1.64 GB, while that of FedNas, DecNas, OneNas and FedorAS is about 4.68 GB, 3.47 GB, 3.88 GB and 3.29 GB. In other words, our proposed framework reduces the communication cost by about 64%, 52.8%, 57.7% and 50.2% compared with the baselines, respectively. Besides, we need less completion time to search and train the subnet in FINCH, even on the resource-constrained edge clients. Table 6 reveals that FINCH...
can significantly reduce the completion time and computation cost (FLOPs) compared with the baselines. For example, given the target test accuracy of 80%, the completion time of FINCH is about 1.05 GPU/h, while that of FedNas, DecNas, OneNas and FedorAS is about 1.55 GPU/h, 1.24 GPU/h, 1.62 GPU/h and 1.32 GPU/h, respectively. Thus, our proposed framework can significantly accelerate the training process of FL.

4) Impact of non-IID Levels: The fourth set of experiments tests the training performance (e.g., test accuracy and resource cost) of the CIFAR10 and ImageNet100 datasets under different non-IID levels. The results in Fig. 8 show that the test accuracy will be degraded with the increasing non-IID level. The adaptive client clustering according to the data distribution significantly improves the weight divergence caused by the data drift. Therefore, FINCH can achieve better training performance than the other schemes, especially under a large non-IID level. For instance, the test accuracy of FINCH is about 73.4% if the non-IID level is 0.4, while that of FedNas, DecNas OneNas and FedorAS is about 66.8%, 68.3%, 62.4% and 69.5%, with 200 iterations. In other words, FINCH improves the test accuracy by about 6.6%, 5.1%, 11% and 3.9% compared with the four baselines, respectively.

In addition, we record the completion time and MACs of federated training over CIFAR10 with different non-IID levels. The results in Fig. 9 show that the completion time and MACs of model searching and training all increase with the increasing non-IID levels. However, the increasing ratio of our proposed FINCH framework is much slower than that of the other schemes. FINCH requires less completion time and MACs than FedNas, DecNas, OneNas and FedorAS. For example, given the level of non-IID of 0.6, the completion time of FINCH is about 2.2 GPU/h with 200 iterations, while that of FedNas, DecNas, OneNas and FedorAS is about 3.2 GPU/h, 2.7 GPU/h, 3.8 GPU/h and 2.4 GPU/h, respectively. Therefore, FINCH reduces the completion time of model training by about 31.2%, 18.5%, 42.1% and 8.3%, respectively. Moreover, FINCH also saves massive computation cost (MACs), e.g., 66.3%, 55.4%, 62.5% and 45.4%, compared with the four baselines.

5) Effect of Resource Constraints: The last set of experiments tests the training performance of CIFAR10 with varied resource constraints (e.g., bandwidth and time). Parallel search with several subnets on the client clusters in FINCH will significantly accelerate the process with fewer iterations compared with FedNas, DecNas, OneNas and FedorAS, which will reduce the bandwidth consumption and completion time of federated training. We record the test accuracy of all schemes with different bandwidth budgets in Fig. 10. The results show that the test accuracy of FINCH is always better than that of the other four baselines. For example, given the bandwidth budget of 5GB, the test accuracy of FINCH is about 75.3%, while that of FedNas, DecNas, OneNas and FedorAS is about 63.4%, 69.7%, 67.5% and 72.3%, respectively.

In Fig. 10, the test accuracy of all solutions will be significantly improved with more completion time budget. However, given the same completion time constraint, FINCH can achieve better performance, i.e., higher test accuracy, than the other four schemes. For example, the accuracy of FINCH is about 81.2%, while that of FedNas, DecNas, OneNas and FedorAS is about 74.2%, 75.5%, 73.1% and 77.8% when the time constraint is 2 GPU/h. Thus, FINCH can improve the test accuracy by about 7%, 5.7%, 8.1% and 3.4% compared with FedNas, DecNas, OneNas and FedorAS, respectively.

6 RELATED WORKS
6.1 Federated Learning

In recent years, federated learning (FL) has been widely adopted in both academia and industry fields [22], [41]. The FL paradigm was first proposed in [3], which coordinates multiple edge clients to learn a globally shared model based on their local datasets. Concretely, McMahan et al. develop the FedAvg algorithm by combining the local stochastic gradient descent (SGD) on each client with a server that performs synchronous model averaging [3]. The FedAvg can decouple the model training from the need for direct access to raw data, and the data privacy can be preserved. However, due to the constrained resources in edge computing, FL imposes massive computation and communication overhead, which limits its efficiency in practical deployment. Tran et al.
[42] jointly optimize the CPU frequency, transmit power and model accuracy to minimize the weighted sum of energy cost and learning time. Yang et al. [43] propose an iterative algorithm to address the problem of energy-efficient transmission and computation resource allocation. Data heterogeneity (i.e., non-IID data) is another challenge to achieving efficient training performance. Li [44] analyzes the convergence of FedAvg on non-IID data and establishes a convergence rate for convex and smooth problems. Zhao [45] allows the public available data to be distributed to clients so that the clients’ data becomes IID.

6.2 Neural Architecture Search

Originally, NAS is mostly designed to find the single most accurate architecture within a large search space, without regard for the model performance (e.g., size and computations). The works of NAS can be divided into three categories according to the search strategy: reinforcement learning (RL), evolutionary algorithm (EA), and gradient-based (GD) [46]. Early attempts employ evolutionary algorithms (EA) for optimizing neural architectures and parameters. The best architecture may be obtained by iteratively mutating a population of candidate architectures [17]. An alternative of EA is to use reinforcement learning (RL) techniques, e.g., policy gradients and Q-learning, to train a recurrent neural network. Zoph et al. [47] first adopt the RL to train a recurrent neural network (RNN) model that generates architectures, which is a pioneering work in the field of NAS [48]. However, EA and RL based methods often require a large amount of computations, which are inefficient in search. We draw inspiration from the differentiable formulation of NAS. Among these, gradient-based methods are the most efficient as they can finish searching in only a few hours, compared to thousands of GPU days with other methods.

6.3 FL with NAS

The goal of federated NAS is to generate a sequence of simplified models from an expensive one with the best accuracy under the resource budgets in the network. FedorAS [18] samples a one-shot path for every client cluster based on the resource budgets for model search and training. Nevertheless, the process of fine-tuning or personalizing will introduce the extra computation cost. Zhu et al. [49] propose an offline federated NAS framework using a multi-objective evolutionary algorithm. All participating clients must train each of the architecture of the neural network for fitness evaluations, which significantly increases both computation and communication costs. Client sampling can be used to alleviate this issue, in which only subsets of participating clients contribute to the model training. For example, all the connected clients are divided into different groups and each sampled model uses one group of clients for local training [50]. In addition to client sampling, the authors in [50] also remove subsets of global models to further reduce the communication costs. However, the test accuracy of each model is calculated before model aggregation, which sometimes cannot represent the real test accuracies, especially for the cases when the clients’ data are particularly non-IID. To alleviate this problem, He et al. [5] propose FedNas to search for a better DNN architecture based on the whole supernet, improving the training performance under non-IID settings. Zhang et al. [16] advocate one-shot NAS as a basis to deal with the non-IID problem. FINCH proposes a novel hierarchical NAS, which can achieve better training performance (e.g., accuracy) and convergence speed (or completion time) within the resource budgets, especially under high-level non-IID settings.

7 Conclusion

In this work, we propose the FINCH framework, which adopts hierarchical neural architecture search (NAS) to address the challenges of non-IID data and limited network resource in edge computing. Specifically, several subsets are sampled from the pre-trained supernet and allocated to the proper client clusters for model searching and training. Besides, we propose an efficient algorithm, called DCSA, to perform the proper client clustering and subnet allocation according to the data distribution and network resource. We conduct extensive experiments on the real-world classical datasets. The results demonstrate the effectiveness of FINCH which can significantly improve the training performance with less resource consumption in edge computing.
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